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Chapter 1 

Introduction 

1.1 The Hybrid Displacement Boundary 

Element Model 

This work is concerned with the derivation of a numerical model for the 

solution of boundary-value problems in potential theory and linear elasticity. 

It is considered a boundary element model because the final integral 

equation involves some boundary integrals, whose evaluation requires a 

boundary discretization. Furthermore, all the unknowns are boundary vari­

ables. The model is completely new; it differs from the classical boundary 

element formulation ·in the way it is generated and consequently in the fi­

nal equations. A generalized variational principle is used as a basis for its 

derivation, whereas the conventional boundary element formulation is based 

on Green's formula (potential problems) and on Somigliana's identity (elas­

ticity), or alternatively through the weighted residual technique. 
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The multi-field variational principle which generates the formulation in­

volves three independent variables. For potential problems, these are the 

potential in the domain and the potential and its normal derivative on the 

boundary. In the case of elasticity, these variables are displacements in the 

domain and displacements and tractions on the boundary. For this reason, 

by analogy with the assumed displacement hybrid finite element model, ini­

tially proposed by Tong [1] in 1970, it can be called a hybrid displacement 

model. 

The final system of equations to be solved is similar to that found in 

a stiffness formulation. The stiffness matrix for this model is symmetric 

and can be evaluated by only performing integrations along the boundary. 

The unknowns are boundary potentials (potential problems) or boundary 

displacements (elasticity problems). The other fundamental variables can 

be obtained from them. 

In general, domain sources (potential problems) or body forces (elastic­

ity) are present in the formulation. In this situation, domain integrals of 

exactly the same type as those present in the conventional boundary element 

method appear. Another similarity between the conventional boundary el­

ement method and this hybrid model is that the same kind of singular fun­

damental solutions is used in both approaches. In these two formulations, 

the use of such fundamental solutions requires the integration of singular 

functions and, therefore, the application of special integration schemes. 

In the following three sections, some historical notes on variational prin­

ciples, the finite element (including hybrid models) and the boundary el­

ement methods will be presented. All these subjects are important when 

establishing the theoretical foundations for the generation and development 
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of the proposed model. A discussion on boundary element variational for­

mulations will also be presented in section 1.5. 

1.2 Historical Development of Variational 

Principles 

In this section, a brief historical account of variational principles in solid 

mechanics is given. Some of the first and best known variational principles 

which have appeared in the literature are mentioned. Special reference is 

given to those which have played a relevant role in the development of 

numerical techniques, mainly in the case of the finite element method. 

Mathematical physics is a branch of science where variational principles 

has been successfully applied. This is because the behavior of physical 

systems is often determined by the stationary conditions of a functional. 

In other words, it is often possible to find a functional whose stationary 

conditions produce the equations governing the physical phenomenon. This 

functional sometimes has a physical meaning, such as the case of the time 

required for a ray of light to travel between two points (Fermat's principle) 

in optics. 

Variational principles have played an important role in the development 

of many branches of physics. Mechanics is one of its most fruitful areas of 

application, wherein variational techniques have been extensively investi­

gated and used. The classical problem of particle mechanics, for example, 

can be expressed either through Newton's law of motion or through its vari­

ational form, known as Hamilton's principle. Although both approaches 
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lead to the solution of the problem, the latter often offers advantages when 

studying complicated physical systems. Problems in dynamics and statics 

of rigid bodies, general elasticity, the theory of plates and shells, vibrations 

and many others have been solved using variational principles. Another 

interesting feature is that they are suitable for determining approximate so­

lutions and, therefore, they provide a basis for the derivation of numerical 

methods in engineering. 

Rayleigh used variational methods for the purpose of obtaining succes­

sive approximations to both boundary and eigenvalue problems .. This dis­

covery was published in 1870 in the "Philosophical Transactions of the Royal 

Society", and afterwards, in his "Theory of Sound" [2J. It was, however, 

only after the work of Ritz that variational principles gained prominence 

in applied sciences. In Ritz's papers [3, 4J, published in 1908 and 1909 the 

work of Rayleigh was considerably generalized and clarified. He applied the 

variational method to the determination of natural frequencies and mode 

shapes of vibrating plates. The method, nowadays known as the Raleigh­

Ritz or simply the Ritz method, has been applied in the solution of problems 

in many different branches of science and engineering. 

In 1943, Courant [5J pointed out the connection between the partial 

differential equation and the variational problem and presented his approx­

imate solution to St. Venant torsion problem. His solution was formulated 

by the principle of minimum potential energy and it is sometimes considered 

the first finite element analysis of solid continua. 

Hellinger [6], in 1914, presented a variational theorem for finite elastic­

ity problems, with independent displacement and stress fields. The works, 

which have been mentioned previously, included only one independent vari-
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able and hence Hellinger's principle seems to be the first variational princi­

ple involving more than one field variable. In 19.50, Reissner [7] published 

a variational statement, for linear elasticity, which involves displacement 

and stress as independent fields and also includes the boundary conditions. 

This principle, usually called Hellinger-Reissner or simply Reissner princi­

ple, appears to be the first general variational theorem published. It has 

been extensively used in the development of new finite element formulations, 

specially multi-field finite element models. An even more general variational 

statement was independently published in 1955 by Hu [8] and Washizu [9]. 

This principle, now known as the Hu-Washizu principle, includes indepen­

dent displacement, strain and stress fields. 

Several other single or multi-field variational principles have been pro­

posed since then for linear and nonlinear elasticity, problems of small and 

large deformations, plasticity, elastodynamics and others. A summary of 

various generalized variational principles for nonlinear, incremental and lin­

ear elasticity is presented in reference [49]. 

Several general and systematic derivations of variational principles have 

also been published. The first general way of deriving variational principles 

with discontinuous fields was presented by Prager [11, 12]. Washizu [13] 

showed how the principle of virtual work and related variational principles 

in elasticity and plasticity can be derived. Pian in reference [22] presented 

the derivation of some extended variational principles for linear solid me­

chanics. He also described a general functional which involves five different 

field variables and is the most general functional for finite element formula­

tions. More recently Felippa [41, 42] proposed his parametrized multi-field 

variational principles for linear elasticity. In his papers, one-parameter fam-
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ilies of mixed variational principles are constructed. According to the value 

of the parameter, several mixed and hybrid variational principles can be 

derived. The potential energy and the generalized Hellinger-Heissner prin­

ciples are included among them, as special cases. 

Variational methods can also be applied to fields other than structural 

and solid mechanics, although one of its most successful areas of application 

has been linear elasticity. Thus problems in steady state and transient heat 

conduction, fluid mechanics, elasto-dynamics, creep and many others have 

been solved through the use of variational principles. 

1.3 Variational Principles and Finite 

Element Models 

This section contains a short review of the beginning of finite elements, the 

influence of variational principles in their development, a brief definition of 

the main finite element models and the connection between these models 

and variational principles. 

The finite element method for numerical analysis of continua began with 

the work of structural analysts who, guided by their physical understanding 

of the behaviour of structures, viewed a continuum as an assemblage of 

discrete structural elements, connected at a finite number of nodes. 

At that time, the application of fundamental energy principles of elas­

ticity by Argyris and Kelsey [14J had made possible the development of a 

general formulation of matrix structural theory. They showed the possibil­

ity of choosing displacements, rather than internal forces, as primary un-



www.manaraa.com

7 

knowns. Consequently the usual stiffness matrix had been brought into the 

formulation, although it was obtained through the inversion of the flexibility 

matrix. This development proved to be very important in the formulation 

of the finite element method. The first direct derivation of a stiffness matrix 

for a plane triangular element, based on assumed displacements, by M. J. 

Turner, R. W. Clough, H. C. Martin and L. J. Topp [15], is regarded as the 

starting point of the finite element concept in its modern form. 

It was, however, several years later that studies in convergence of solu­

tions led to the establishment of the finite element method on a variational 

basis. This fact turned out to be very important for the further develop­

ment and extension of the method to fields other than structural and solid 

mechanics. 

The first author to present the finite element method on a variational 

basis was Melosh [71] who, in 1963, presented a finite element formulation 

based on the principle of minimum potential energy. Subsequent works 

demonstrated the rich theoretical basis offered by the variational principles 

for developing new finite element models. In 1964, Jones [17] pointed out the 

advantages in using Reissner's general variational principle. This fact led to 

the development of mixed models based on that variational statement. The 

same year, Pian [18] proposed the first hybrid finite element model based 

on a modified variational principle, although at that time this fact was not 

fully understood. 

Variational principles can not only be used to generate the formulation, 

but they can also provide a means to prove the convergence of finite element 

solutions. In the case of linear solid mechanics, they allow the establishment 
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of upper and lower bounds on the total strain energy; hence they also serve 

as an assessment of the accuracy of the solutions. 

Scientists working on finite elements generally agree that establishing 

the method on a variational basis led to advances that would have been im­

possible otherwise. Pian, in reference [19], states that the wide expansion of 

finite elements in solid mechanics is obviously due to the emergence of varia­

tional principles. Certainly the variational approach made possible a better 

understanding of the first mixed/hybrid models and also the development of 

new ones. Martin, in reference [92], comments that the variational approach 

of finite elements has been responsible for the application of the method to 

fields other than solid mechanics. In fact, once the physical concept of a 

finite element was generalized to a mathematical one, the method could 

be easily extended to problems such as fluid flow, heat transfer and many 

others. It was no longer necessary to define a physical fluid or temperature 

element in other to apply the method in these cases. 

For these reasons, although finite element formulations need not be based 

on the variational approach, the use of variational principles in finite ele­

ments played an important role in the success and wide development of the 

method. 

According to the variational principle used, and the consequent number 

and type of independent variables involved in the functional, different single­

field or multi-field models are generated. Finite element practice, however, 

cont.inue to be primarily based on one-field formulations in spite of some 

shortcomings of conventional single-field element models. This is mainly 

due to the simplicity of the one-field formulations. 
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The two basic variational principles in structures and mechanics of solids 

are the principle of minimum potential energy and the principle of minimum 

complementary energy. The corresponding one-field models, sometimes re­

ferred to as primal finite element models, are the assumed displacement 

and the assumed stress models. The first is also called the compatible dis­

placement model; it has the displacement as independent field and is the 

most commonly used. In the second, also called the equilibrium model, the 

independent variable are the stresses. 

Multi-field-models contain more than one field variable in an element. 

They are generated by using modified variational principles, which in turn 

are derived by including in the functional the conditions of constraint and 

the corresponding Lagrange multipliers. These principles are usually sta­

tionary principles, not minimum nor maximum principles. The multi-field 

models are called mixed or hybrid models. The motivation for their early 

development was the difficulty in constructing a compatible displacement 

field for problems such as plate bending, which are governed by fourth order 

differential equations. Later hybrid models also proved to be very accurate 

when used to solve problems governed by second order equations. 

A brief explanation of the main features of the different multi-field mod­

els commonly used will be given here. For more complete descriptions see 

references [21, 22, 23] 

Mixed formulations include more than one independent field variable. 

These variables are. defined within the element as well as on its bound­

ary. In structural and solid mechanics problems, the independent variables 

are stress and kinematic variables, such as displacement or strain. They 

can be derived either through variational principles or weighted residual 

approaches. The latter is more general than the former, because it does 
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not require the existence of a variational principle. In solid mechanics, the 

Hellinger-Heissner principle is the one which is usually used to generate 

mixed formulations, although the Hu-Washizu principle can also be used. 

For hybrid models, some of the field variables are defined within the 

element and others on its boundary. They are obtained from general vari­

ational principles such as the Hu-Washizu principle in solid mechanics, in 

which relaxing interelement continuity requirements are introduced through 

Lagrange multipliers. Although the development of element properties 

starts by approximating more than one field, it is possible to eliminate all 

but one variable in the final equations, which are then expressed in terms 

of a single field. 

In general mixed and hybrid elements provide better accuracy than one­

field models in both displacements and stresses, or the corresponding field 

variables, in cases other than solid mechanics. One of the most important 

applications of hybrid models is the treatment of stress and strain singu­

larities. They have been extensively applied in the solution of two and 

three-dimensional crack problems. Hybrid models also have the advantage 

that they do not experience locking for elastic nearly incompressible mate­

rials and for the case of thin plates and shells with transverse shear effect. 

1.4 Boundary Element Method 

Fundamentals 

In contrast to the finite element method, which started by USIng physi­

cal considerations and whose mathematical foundations were only estab-
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lished some years later, the boundary element method has its origins on the 

theory of boundary integral equations. These have been applied to solve 

boundary-value problems of potential theory and classical elasticity since 

the beginning of this century. 

The modern theory of boundary integral equations is assumed to begin 

with Fredholm. In his work [24J, published in 1903, the existence of in­

tegral equation solutions was demonstrated through the use of a limiting 

discretization procedure. 

From that date until the early sixties, the integral equation technique 

was used as an analytical method in the solution of boundary value prob­

lems, in potential theory and elastostatics. The work of Kellog [25J, M uskhe­

lishvili [26J and Kupradze [27J should be mentioned herein as important 

contributions in the area. However, due to difficulties in dealing with sin­

gular or weakly singular kernels that arise in integral equations and also, 

due to the lack of rigorous proofs of existence of solutions, the use of such 

technique was restricted to a limited number of problems. Furthermore, the 

technique of using integral equations as a tool for the solution of boundary­

value problems was not well known among engineers at that time and its 

potential for obtaining numerical solutions was not exploited until the ad­

vent of computers. 

In the sixties, as a consequence of the widespread use of the computer to 

solve problems of mathematical physics, some new and improved boundary 

integral formulations for potential theory and elasticity and also the corre­

sponding numerical solutions were published. This fact can be considered 

the beginning of the boundary element method. 
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Some of these works formulated Fredholm integral equations of both 

first and second kinds, which come from the representation of a harmonic 

function by single layer or double layer potentials. Early papers presented 

with this methodology are the contributions from Hess and Smith [28], 

Jaswon and Ponter [29], Jaswon [30], Symm [31] and Massonnet [92]. This 

kind of formulation is the basis for the so-called indirect formulation. 

Other formulations were based on either Green's formula for potential 

problems or in Somigliana's identity for elastostatics. These form the origin 

of the so-called direct formulation. The paper from Jaswon and Ponter [29], 

in 1963, appears to be the first published paper exploiting Green's formula 

on the boundary as a functional relationship between boundary potentials 

and its normal derivatives. The use of such relationship sets up the basis 

for the generation of direct formulations in the boundary element method. 

Some years later, a similar formulation for elasticity problems was pro­

posed by Rizzo [33], which used Somogliana's formula - the equivalent to 

Green's formula in elasticity - to generate his integral technique. Rizzo's 

formulation was solved numerically by Rizzo and Shippy [35] and Cruse 

[34]. Some other early and noticeable works employing the direct BEM are 

those from Cruse and Rizzo [36] and Cruse [37]. 

The indirect formulation uses unknown variables, without physical sig­

nificance. The direct approach involves instead physical quantities, such as 

potentials and its normal derivatives (in the case of potential problems) or 

displacements and tractions (in the case of elasticity). This is one of the 

main reasons for the modern preference of the direct approach and for its 

wider acceptance by industry. 
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It was shown by Brebbia [40] that the direct boundary element method 

can also be formulated through weighted residual statements. The bound­

ary element method was, therefore, shown to have a common basis with 

other numerical techniques, such as the finite element and finite difference 

methods. The equatioris for boundary elements, finite elements and finite 

differences can be generated through a collocation procedure, a Galerkin 

technique, and the method of moments, respectively. As a consequence of 

being formulated by different weighted residual approaches, these numerical 

methods have different features. As an example of such differences, bound­

ary element formulations produce a fully-populated non-symmetric matrix, 

as opposed to the finite element method that produces a larger but banded 

symmetric matrix. 

The boundary element method is considered to be a kind of mixed 

method by analogy with mixed finite element formulations: direct bound­

ary element formulations usually involve two types of independent variables, 

which are boundary potential and its normal derivative, for potential prob­

lems and displacements and tractions, for elasticity. 

1.5 Boundary Element Variational 

Formulations 

To solve the boundary integral equations, the variational approach has been 

applied as an alternative to the collocation procedure, in both the direct and 

the indirect boundary element formulations. The Galerkin weighted residual 

approach has also been used as a discretization method. McDonald et al. 
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[43] and Jeng and Wexler [44, 45] have proposed numerical approaches with 

a variational basis for the solution of the boundary integral equations. It 

has been shown that the resulting discretized system of equations in [43] and 

in [45] are identical to those resulting from the Galerkin weighted residual 

method. 

Modified Galerkin boundary formulations have also appeared in the lit­

erature. Hsiao, Kopp and Wendland [46] proposed the so-called Galerkin 

collocation method. Their approach demonstrated the existence of a solu­

tion of the algebraic system of equations, as well as the asymptotic conver­

gence of the approximate solutions. References [47,48, 49, 50] discuss this 

Galerkin-collocation method and the related error analysis and convergence 

proofs for different types of problems. 

In elasticity, the Galerkin method was applied by Polizzotto [51] and 

Maier and Polizzotto [52] to derive a symmetric boundary element formu­

lation. In Onishi [53], Galerkin's method is applied to the solution of the 

boundary integral equations in heat conduction; the convergence and sta­

bility of the approach is also proved. 

The utilization of variational principles to generate the boundary inte­

gral equations is relatively recent. In the late eighties, some authors have 

developed boundary element formulations based on generalized principles 

such as the Hellinger-Reissner and the Wu-Washizu. 

Dumont [54, 55] has proposed a hybrid stress boundary element formu­

lation based on the Hellinger-Reissner principle. The formulation considers 

the stresses in the domain and the displacements on the boundary as in­

dependent functions. The resulting coefficient matrix is symmetric. The 
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classical point force fundamental solution is used in this formulation to ap­

proximate the domain variable. 

DeFigueiredo and Brebbia [56] presented an assumed-displacement hy­

brid boundary formulation, for the solution of potential problems. It is 

based on a generalized variational principle, which involve three indepen­

dent boundary variables, two of them defined on the boundary and the other 

in the domain. The approach uses the same type of approximation for the 

domain variable applied in [54, 55] . This hybrid boundary formulation was 

later extended to elastostatic problems [57]. 

Polizzotto [58] used either the Hu-Washizu principle or the Hellinger­

Reissner principle to derive a boundary element formulation which leads to 

the same symmetric coefficient matrix found by the Galerkin approach pre­

sented in [52]. He also proposed a boundary variational principle, which was 

called the boundary min-max principle. In this principle, the boundary dis­

placements and tractions are considered as the independent field variables. 

The resulting boundary element formulation is shown to be equivalent to 

the previous Galerkin approach, which shows symmetry and definiteness. 

This formulation has also been extended to include elastoplasticity [58] and 

elastodynamics [59]. 

Recently, Felippa [60] proposed a formulation for boundary elements 

in linear elastostatics, which is based on his parametrized displacement­

generalized hybrid variational principle [42]. Distinct boundary element 

models can then be obtained by setting different values to a parameter. 

His approach can, therefore, be considered a systematic way of deriving 

boundary element formulations. 



www.manaraa.com

Chapter 2 

Potential Problems 

2.1 Introduction 

Potential problems are here defined as those that can be expressed in terms 

of a potential function and are governed by either a Laplace or a Poisson 

equation. Sometimes these problems are more specifically referred to as 

scalar potential problems [61], as opposed to vector potential problems, 

which can be used to represent other physical phenomena such as those 

treated in the theory of elasticity. 

Many steady-state field problems frequently encountered in engineering 

practice, such as heat conduction, distribution of electric and magnetic po­

tential, seepage through porous media and irrotational flow of ideal fluids 

are governed by the same potential formulation. Some problems in solid 

mechanics can also be represented by a Laplace type potential. That is the 

case of torsion and bending of prismatic bars, problems that can be writ­

ten in terms of a potential function. In torsion problems this function is 
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called a warping function, while in bending problems it is known as a stress 

function. 

Although these are very simple problems in companson to others in 

mathematical physics, solutions for the governing equations cannot be ob­

tained analytically for complicated geometries and boundary conditions. 

Because of this, numerical methods such as finite differences, finite elements 

and boundary elements have been applied successfully to the solution of this 

class of problems for many years. 

In this chapter, a new boundary element formulation to solve potential 

problems is developed. It is based on a generalized variational principle 

involving three independent variables, two of them defined on the boundary 

and the other in the domain. The resulting model can therefore be classified 

as a hybrid one, in analogy with the hybrid finite element models [22, 23J. 

The variables defined on the boundary are the potential and its normal 

derivative, while another potential field is defined inside the domain. 

In the proposed formulation, a domain integral can be reduced to an 

integral along the boundary. This is achieved by approximating the po­

tential in the domain through the classical boundary element fundamental 

solution for potential problems [40, 64, 65J. Consequently, in this hybrid 

boundary element formulation for Laplace's equation, the final equations 

only involve boundary integrals. In the case of Poisson's equation there is 

only one volume integral appearing in the final expression. It is due to the 

non-homogeneous term and it is the same type of integral present in the 

classical boundary element method formulation of the problem [64, 65J. 

The other field variables, which are defined only on the boundary, are 

represented in terms of shape functions as it is normally done in the con-
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ventional boundary element method. The expression for the functional in 

matrix form can then be obtained. The final system of algebraic equations 

results from the stationary conditions of this functional. 

An interesting feature of this formulation is that it leads to an equivalent 

stiffness approach or, in other words, the final equation involves a symmetric 

stiffness matrix and all the unknowns are potentials. Another important 

characteristic of the approach is that both the stiffness matrix and the 

unknown potentials are only defined on the boundary. 

In section 2.3 the governing equations of the problem are presented. In 

section 2.4 the multi-field functional to be used is derived and its corre­

sponding Euler equations (stationary conditions) are obtained. Section 2.5 

is concerned with the derivation of the model. In section 2.6 the formulation 

is shown to be symmetric. 

2.2 Indicial Notation 

The indicial, or index notation, is a compact way of writing equations, es­

pecially when they involve summations and derivatives. It has been exten­

sively employed in the literature for both elasticity and potential theories. 

It will be used throughout this work and therefore a brief review will be 

given herein. 

In this notation the rectangular Cartesian coordinate axis, usually de­

noted by x, y, z, are instead called XI. X2, X3' Thus the components of a 

vector v are represented as Vb V2, V3 and similarly for the components of 
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a tensor T : Tn, T12 , T13 , T21 etc. A letter subscript is used to designate 

the coordinate axis. For instance, a component of v is denoted by Vi, where 

i may assume the values 1, 2 or 3. 

One can easily verify that this is a compact notation. For example, the 

equation 

ai = bi + Ci (2.1) 

in fact represents a set of three equations, in three dimensional domains, 

obtained by giving i the values 1, 2, or 3, successively. 

Two further conventions are used within the index notation. The first is 

that a repeated literal index in any term of an expression implies summation. 

For example in three dimensions: 

aiai a~ + a~ + a~ (2.2) 

(2.3) 

(2.4) 

This summation convention will not be used when the indices refer to 

an entry of a matrix, for instance, when specifying the main diagonal Jii of 

a matrix F. 

The second convention is that a comma preceding an index denotes par-

tial differentiation with respect to the variable represented by that index. 

Thus 

aUi 
u··--

1,3 - ax' 
3 

(2.5) 

Sometimes in this work this derivative convention will not be used, for 

the sake of clarity. However, there is no danger of confusion in the notation 

for such cases. 
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If the two conventions are combined, one has a powerful way of writing 

formulas in a short form. This makes them easier to remember and, un-

doubtedly, faster to read and write as, for example, in the expression mi,i 

whose meaning is 

(2.6) 

The Kronecker delta Dij is a useful symbol, often used in this notation. 

It is defined as follows: 

{
I if i = j, 

Dij = 
o if i =J j. 

(2.7) 

In all the formulas in this work the indices are assumed to have a range 

of two in two dimensions and three in three dimensions, unless otherwise 

stated. 

2.3 Basic Equations 

In this section, the potential problem will be defined in terms of a set of 

governing equations associated with the problem's physical interpretation, 

rather then in terms of the classical Laplace or Poisson equations. It can 

be shown, however, that both set of equations are entirely equivalent. The 

characterization of the problem in this form is important when deriving the 

functional, and afterwards, when developing the formulation. 

The formulation is equally applicable to all types of potential problems. 

The equations and variables presented below have different physical inter-

pretations and meanings, depending on the problem under consideration.For 

simplicity, only the fluid flow case will be considered in what follows, as it 

is appropriate for our purposes and easy to generalize to other cases. 
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Let us consider the problem of a potential distrihution in a domain 0 

bounded by a closed surface r (figure 2.1). 

Boundary r (r = ru + rq) 

Domain 0 

r u=uonru 

n 

Figure 2.1: Domain and boundary conditions under consideration 

The following equations are used to define the prohlem: 

• An equation relating the potential u to the Vi components, which are 

in this case velocities, i.e. 

au 
Vi=­

aXi 
mO (2.8) 

• Another equation relating momentum density to velocity through the 

mass density p, which can be generally defined as a constitutive equa-

tion. This relationship is written as 

mi = p Vi m n. (2.9) 

• Equilibrium within the domain is satisfied hy the following mass pro-

duction equation 

ami b 0 -+ = 
aXi 

mO 

where b is the mass production density defined in O. 

(2.10) 
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• If equation (2.10) is specialized at the boundary it gives the normal 

flux as 

q = ni mi on f (2.11) 

where ni are the direction cosines of the outward normal n to the 

boundary, with respect to the Xi directions (figure 2.1). 

Alternatively the flux q can be given in terms of u by substitution of 

equations (2.8) and (2.9) into (2.11). This yields 

au 
q=P-ni 

aXi 
(2.12) 

It can also be represented in terms of the normal derivative of u as 

au 
q=p­an (2.13) 

• The boundary conditions for potential and fluxes are as follows: 

essential conditions: u = it 

natural conditions: q = q 

where f = fu + fq (see figure 2.1). 

on fu 

on fq 

(2.14 ) 

(2.15) 

It will now be shown that, when p is constant, the set of equations (2.8), 

(2.9) and (2.10) is equivalent to Laplace's equation or to Poisson's equation 

depending on b being equal to zero or otherwise. 

Consider the relationship between mi and u by substituting Vi from 

equation (2.8) into (2.9) as shown: 

au 
mi=p­

aXi 
mO (2.16) 

By taking into consideration expression (2.16), equation (2.10) IS trans­

formed into the following form: 
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a ( au) - p- +b=O 
ax; ax; 

(2.17) 

If p is constant, one obtains Poisson's equation which is written below 

2 b 'Vu=-­
p 

where V2( ) is the Laplace operator defined as 

Equation (2.18) can also be written as 

where 

b 
j=-­

p 

(2.18) 

(2.19) 

(2.20) 

(2.21 ) 

When there is no mass production inside the domain I.e. b = 0) 

Laplace's equation is obtained: 

(2.22) 

From these results one can conclude that equations (2.8), (2.9) and (2.10) 

are equivalent to equation (2.20), or (2.22) when b = o. Hence any of 

these two sets of equations, together with equation (2.11) and boundary 

conditions (2.14) and (2.15), can be used to define the potential problem. 

2.4 Generalized Variational Principle 

The classical one-field variational principle for the solution of the potential 

problem defined in the previous section is a minimum principle and can be 

stated as follows [62, 63]: 
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The solution of the potential problem is the function u which minimizes 

the functional T( u) given by 

T(u) = r(!paU au_ bU) dO- r qudf 
in 2 ax; ax; irq 

(2.23) 

with the boundary condition (2.14) (repeated here for convenience): 

u=u on fu (2.24) 

By assuming that equations (2.8), (2.9) and (2.11) are identically sat­

isfied it is possible to write expression (2.23) as 

(2.25) 

where mi and Vi are functions of u. 

If one wishes the potential in the domain - u - and the potential on 

the boundary - u - to be independent field variables, the compatibility 

condition (2.27) between these two fields on the boundary needs to be in-

troduced as a subsidiary condition. The variational form of the problem is 

then 

Tdu,u) = foGm;vi- bu) dO - !rqqudf 

with the subsidiary compatibility condition: 

u = u on f 

and the essential boundary condition given by 

on fu 

(2.26) 

(2.27) 

(2.28) 

The subsidiary condition (2.27) can be introduced into the variational 

expression by using a Lagrange multiplier, A. The modified variational 

principle can now be stated as: 
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The solution of the problem is given by the satisfaction of the stationary 

conditions of the multi-field functional I21 defined by 

with the boundary condition: 

on r" (2.30) 

Notice that the new functional I2 has three independent field vari-

abIes and the modified principle is no longer a minimum principle but a 

stationary principle. 

The Euler equations can then be obtained as the stationary conditions 

of I2 . The first variation of the functional I2 is determined by taking 

variations with respect to the three independent variables in equation (2.29), 

namely u, it and A. It can therefore be written as follows: 

c5I2(u, it, A) = 10 [~(mi c5Vi + Vi c5mi) - b c5u] dO. -Irq q c5it dr 

Ir A c5it dr - Ir A c5u dr + Ir (it - u) c5A dr (2.31) 

By taking into account that p is constant and that 

a au 
-(c5u) = c5(-) 
aXi aXi 

(2.32) 

after applying equations (2.8) and (2.9), one can write the following: 

and 

a 
Vi c5mi = m; c5V; = m; -(c5u) 

ax; 

1 a 
-(m· c5v· + V· c5m·) = m· -(c5u) 
2 • • •• • ax; 

(2.33) 

(2.34) 
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Assuming that the boundary condition it = u is satisfied on r u , i.e. 

hit = 0 on r u , and substituting (2.34) into (2.31) yields: 

i5I2 (u, it, >.) = in [mi a:/15u ) - b I5U] dO + jq (>. - q) hit dr + 

j >'l5u dr + j (it - u) 15>' dr (2.35) 

It is possible to apply Green's first identity [66] to transform the first 

term in the domain integral as shown: 

1 a J 1 am-mi - (l5u) dO = mi ni l5u dr - --' l5u dO 
n Xi r n aXi 

(2.36) 

The substitution of the relationship between flux and potential (2.11) into 

equation (2.36) leads to 

1 all am-mi -a (l5u) dO = q l5u dr - -a' l5u dO 
n Xi r n Xi 

(2.37) 

One should notice that the variables q and mi are functions of the inde-

pendent variable u. 

By taking equation (2.37) into the expression for the first variation of 

I2 , as given by equation (2.35), and rearranging the terms, the following 

expression is obtained: 

I5I2 (u,it,>') = -in (~:ii +b) /judO + j(it-u)l5>.dr + 
[ (q->.)l5udr + [ (>.-q)l5itdr (2.38) Jr Jrq 

This first variation, equation (2.38), must vanish for any values of l5u , hit 

and 15>' and hence the Euler equations for the functional are the following: 

ami b -+ 
aXi 

=0 in 0 (2.39) 

u-u =0 on r (2.40) 

q->. =0 on r (2.41 ) 

>.-q =0 on r (2.42) 
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The physical meaning of the Lagrange multiplier is determined by the 

last two equations, (2.41) and (2.42), in other words, the Lagrange multiplier 

>. is equal to the normal flux defined on the boundary, which will now be 

called q, to differentiate it from the internal flux q given by equation (2.13). 

It is seen that the Euler equations (2.39) to (2.42), together with the a priori 

assumed satisfied equations (2.8), (2.9), (2.11) and (2.30), completely define' 

the potential problem. 

If one now substitutes the Lagrange multiplier by the corresponding 

physical variable - ij - the functional I2 in (2.29) can be recast into the 

following form: 

Alternatively taking into account expression (2.8) one can write 

I 2(u,u,ij) = fo(~m;::i -bU) dO+ kij(u-u)dr- kq"il udr 

(2.44) 

Green's first identity [66J can be used to transform the first term of the 

right-hand-side in equation (2.44) as shown below: 

11 au 11 11 ami - mi - dO = - u q dr - - u - dO 
{1 2 aXi r 2 {1 2 ax; (2.45) 

Finally, by substituting the results from (2.45) into equation (2.44), the 

functional I HP can be written as 

IHP(U,u,ij). = [ ~ u q dr - [ ij (u - u) dr - r"il u dr-
lr 2 lr lr 

b u dO - - u -' dO 1. 11 am· 
{1 {12 aXi (2.46) 

where 

I HP is a hybrid functional which depends on u, u and ij, 
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u is the potential defined in the domain, 

u and ij are, respectively, potential and flux, both defined on the bound-

ary, 

q is the prescribed value of normal flux valid on fq, 

i = 1,2 for two-dimensional domains and i = 1,2,3 in three dimensions. 

Einstein's summation convention for repeated indices is implied. 

Expression (2.46) gives the final form of the multi-field functional and 

is the starting point for the model proposed in this work. 

The solution of the problem is given by the functions which make sta­

tionary the functional I HP , in equation (2.46). The admissible functions 

are defined as those u which satisfy (2.8) and (2.11), u which fulfills the 

essential boundary condition (2.30) and ij, piecewise continuous functions 

on the boundary. 

2.5 Derivation of the Model 

In this section, the hybrid displacement boundary element formulation is 

obtained by representing the three independent field variables - u, u and ij 

- through approximate functions and then applying the generalized varia­

tional principle described in the previous section. The stationary conditions 

for the functional obtained give an approximate solution to the problem. 

The quality of this solution depends on how precisely the actual solution 

can be represented. 
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2.5.1 Definition of Fundamental Solution 

Before describing how the variables are approximated a review of some 

definitions used in the classical boundary element method [40, 64, 65] and 

adopted in this work is presented. 

Fundamental solution to Laplace's equation: 

In an infinite domain, the value of the potential at a point x, due to a 

concentrated unit source at a point ~, is called the fundamental solution at 

point x due to a source at~. It is usually denoted by u·(~,x). The point 

x, is called the field point. The point ~, where the concentrated unit source 

is applied, is defined as the source point. 

Source: 

The source is the entity that generates the potential field. It varies 

according to the physical problem under consideration. For example; in 

problems concerning gravitational, electric or temperature fields the source 

is a mass, an electric charge or a heat source. 

The fundamental solution for Laplace's equation satisfies the equation: 

(2.47) 

where ~(~,x) is the Dirac delta function which has the following property: 

10 u(x) Ll(~,x) dO = u(O (2.48) 

This fundamental solution corresponds to the Newtonian potential for 

three-dimensional problems or the logarithmic potential for two-dimensional 

problems. In isotropic domains they are given by 

u· = ~ log (~) 
211" r 

for 2D problems (2.49) 
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for 3D problems 

where r is the distance between the points x and ~. 

(2.50) 

These fundamental solutions are singular when the points x and ~ co-

incide, i. e. their values tend to infinity at the source point. They are the 

only fundamental solutions which enter in the formulation. 

2.5.2 Approximation for the Domain Variable 

Herein, and in the next four subsections, the matrix notation instead of the 

indicial notation will be used. In this manner, the final system of equations 

is obtained in matrix form which is simple and convenient. 

The potential field at a point x inside the domain {l - u{ x) - will be 

approximated as a series of products of fundamental solutions and unknown 

parameters. It can be represented as follows: 

u{x) = u*T-y X f fl. (2.51) 

where u* and -y are vectors given by 

u* = (2.52) 

and 

'11 

(2.53) 

'1N 
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in which N is the number of boundary points to be chosen in each particular 

case. These correspond to the points where the boundary variables will be 

evaluated. 

The components of both vectors u and "y can be defined if we imagine 

that there is an infinite domain noo that encompasses and has the same 

properties as n. The relative position between the points x and i in noo 
must be the same as in the original domain n. 

00 

f 

, 
~/-- " /// n \ 

00 <:l---

// + : 
{ x (field point) / 
\ I 
\ I 

~oo 

',..... /// 
, ~~ 

''*------~~~~ 
i (source point) 

00 

Figure 2.2: Domain noo 

A component of vector u*, here written as u*i (i = 1,2, ... ,N), is the 

fundamental solution at point x due to a concentrated unit source at point i 

(see figure 2.2). To be consistent with the notation adopted in section (2.5.1) 

it should be called u*( i, x). The short terminology is favoured here in order 

to achieve a more compact notation, which will be important in future 

sections. 
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The "Ii components (i = 1,2, ... , N) can be viewed as fictitious concen­

trated sources, applied in this infinite domain at points which correspond 

to the boundary points i. 

00 <3--
+ x 

00 

i 

n 

.)IE. 

r"s~:rce "Ii 

00 

--<> 00 

Figure 2.3: Physical interpretation for "Ii 

2.5.3 Approximations for the Boundary Variables 

The field variables defined on the boundary are herein represented with a 

tilde, it and ij. They will be approximated in the way which is normally 

adopted in finite or boundary elements. They are therefore approximated 

as the product of known interpolation functions and unknown parameters. 

The boundary potential and the normal flux on the boundary can then be 

written as 

it=~TU on r 

onr 

(2.54) 

(2.55) 
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where ~ and Ware matrices whose terms are interpolation functions of the 

type used in finite or boundary elements. T denotes transpose; u and q are 

vectors and their components are nodal values for the boundary potential 

u and the normal flux ii, respectively, i. e. 

u= (2.56) 

q= (2.57) 

qN 

where Ui and qi (i = 1,2, ... , N) are respectively the potential and the normal 

flux at a boundary node i. N is the number of boundary nodes considered. 

Notice that the vectors U and q represent, respectively, the nodal values 

of potential and fluxes on the boundary although, for simplicity, the tilde 

has been ommited from the notation. 

The boundary nodes are the same boundary points i where the sources 

Ii (section 2.5.2) are applied. 

2.5.4 Final System of Equations 

The next step in the derivation of the formulation is to introduce the ap­

proximate functions u, u and ii into the functional (2.46). 

As mentioned before, the functions u*i are singular at the boundary 

nodes i. To avoid introducing singular functions into the variational func-
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tional, these singularities are excluded from the domain under consideration. 

A new domain 0' is then defined by removing from 0 parts of small spheres 

of radius e, centered at the boundary nodes i (i = 1,2, ... , N), as shown in 

figure 2.4. The original domain 0 can be recovered from 0' by taking the 

limit when the spheres' radius tends to zero, i. e. 

when e ---+ 0 then 

0' ---+ 0, f' ---+ f, f' ---+ f q . q 

f', f~ and f~ are the boundaries of 0' corresponding to the respective 

boundaries, which have already been defined for 0 and written without the 

prime (figure 2.4). 

f' q 

Boundary f' (f~ + f~) 

Domain 0' 

~f' u 

Figure 2.4: Definition of the domain 0' and boundary f' 

The functional (2.46) taken to the limit can now be expressed as 

(with k = 1,2 in two-dimensions and k = 1,2,3 in three-dimensions) 
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One can now introduce the approximate variables - u, u and ij -

from equations (2.51), (2.54) and (2.55) into (2.58). The functional is then 

written in matrix notation as 

where q* is the vector of fundamental fluxes associated with the vector 

of fundamental solutions u*. It is therefore expressed by equation (2.13). 

The domain n and the infinite domain noo have the same properties, and 

consequently, the same mass density p. So vector q* can be expressed by 

the following formula: 

The integral 

au* 
q* = p an (2.60) 

(2.61 ) 

in equation (2.58) vanishes in consequence of the kind of approximation 

used for the potential in the domain. This will be demonstrated in what 

follows: 

The fact that the potential in the domain is approximated by (2.51) 

implies that 

(2.62) 

where m;; corresponds to the vector of the fundamental solutions u* (sec-

tion 2.3). 

The integral in (2.61), after introducing the approximate variables, be-

comes 
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(2.63) 

According to equation (2.47), the fundamental solution satisfies Laplace's 

equation in the new domain 0' and also satisfies equation (2.10) (see section 

2.3). Hence one can write 

in 0' (2.64) 

Substituting the above result into the expression (2.63), yields 

(2.65) 

One have then proven that the last integral in equation (2.58) vanishes. 

It is possible to rearrange the product of matrices and vectors in equa­

tion (2.59). In addition to that, if the constant terms are taken out of the 

integral sign, the functional IHP can be expressed as 

I HP = !~ {~,T (1, u* q*T dI') I' - qT (1, ~ u·T df) 1'+ 

qT (£, ~ ~T dr) u - uT (£~ q ~ df) - I'T (10 b u* dO) } 

(2.66) 

The following matrices can now be defined: 

F = lim fr u* q$T df (2.67) 
e-O f' 

G = lim fr u* ~T dr "(2.68) 
e-O f' 

L = lim fr ~ ~T df = fr ~ ~T df (2.69) 
e_O f' f 

Q = lim 1 q~dr= 1 q~dr (2.70) 
e-O f~ fq 

B = lim i bu" df (2.71) 
e-O {}' 
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There are no singularities in matrices Land Q, consequently the limiting 

process is not necessary; they can be simply written in terms of the integral 

over the actual boundary, as indicated. 

The substitution of these definitions into (2.66) allows the functional to 

be recast into a simpler form, as follows: 

(2.72) 

Stationary conditions for IHP can now be found by taking variations 

in equation (2.72) with respect to u, it and ij; to be more precise, with 

respect to the unknown parameters - Ii, Ui and qi - which define those 

variables. This yields the following expression for the first variation of the 

functional I HP : 

8IHP = i(81')TF1'+i1'TF81'-(8qfGT1'_qTGT81'+ 

T T T- T (8q) L u + q L 8u - (8u) Q - (81') B (2.73) 

The matrix F is symmetric, as will be proven in section 2.6. One can then 

use this property and rearrange the terms in (2.73) to obtain 

8IHP = (81'f (F l' - G q - B) + 8qT (_GT1' + L u) + 

(8u)T (LTq_Q) (2.74) 

The functional I HP is stationary when its first variation vanishes for 

any arbitrary values of 81', 8u and 8q. Therefore the Euler equations 

or stationary conditions are 

_GT 1'+ L u = 0 

LTq - Q = o. 

(2.75) 

(2.76) 

(2.77) 
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The solution of the equations (2.75), (2.76) and (2.77) is the approximate 

solution of the problem as it gives the vectors ,,(, u and q which make 

the approximate functional stationary. 

The way chosen to solve the above system of equation can vary. Herein 

it was preferred to express the unknowns "( and q in terms of u. Then a 

final equation is obtained involving only the variable u as unknown, as will 

be shown in what follows. 

G T and LT are non-singular square matrices and can then be inverted. 

Consequently, "( in equation (2.76) can be expressed in function of u, as 

indicated below: 

(2.78) 

and an expression for q in terms of u can also be found by substituting this 

result into equation (2.75), i. e. 

(2.79) 

In the case of Laplace's equation, the equilibrium requires that the in­

tegral of the fluxes along the boundary be zero and this is satisfied in a 

variational sense. 

By replacing "( and q from equations (2.78) and (2.79) into (2.77) the 

resulting matrix equation can then be written as 

where 

Ku-Q=O 

K = RTFR 

R = (GT)-lL 

Q = Q+RTB 

(2.80) 

(2.81) 

(2.82) 

(2.83) 
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Equation (2.80) shows that this hybrid boundary element formulation 

leads to an equivalent stiffness type approach: the matrix K is a hybrid 

boundary stiffness matrix which is symmetric, as it will be demonstrated in 

section 2.6; the vector Q is a consistent load vector. 

Notice that matrix K is evaluated by carrying out integrations along 

the boundary only and that the unknown u is also calculated only on the 

boundary. The other primary unknowns - ~ and q - can be obtained 

from the boundary potentials. 

2.5.5 Solution on the Boundary 

Boundary potentials: 

The solution for the potential at boundary nodes - u - is obtained 

by solving equation (2.80). 

Boundary fluxes: 

Having the values for potentials, the normal fluxes at boundary nodes 

are evaluated using equation (2.79), i. e. 

(2.84) 

2.5.6 Solution at Internal Points 

Potentials at internal points: 

Once the solution for potentials on the boundary is known, it is possible 

to calculate the vector ~ from expression (2.78). The potentials at any 

internal point x inside the domain can then be computed simply using 
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equation (2.51), repeated here for completeness: 

X t n (2.85) 

Fluxes at internal points: 

Fluxes in Xl direction at a point X in the domain - q~nt(X) - can be 

computed by differentiating equation (2.51) in Xl direction, i. e. 

a [int()] au* -u X =-"( 
aXl aXl 

(2.86) 

and by substituting this result into (2.13). The following expression for the 

computation of internal fluxes is then found: 

(2.87) 

2.6 Symmetry of the Stiffness Matrix 

The hybrid boundary stiffness matrix K is given by equation (2.81), which 

is repeated below for convenience: 

(2.88) 

From that relationship it is possible to state that, if the matrix F is sym-

metric then the matrix K is also symmetric. Therefore the aim here is to 

prove the symmetry of F. 

Notice that matrix F was defined through equation (2.67) as 

(2.89) 

with u* and q* given in sections 2.5.2 and 2.5.4, respectively. 
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By performing the product of the two vectors one finds the following 

matrix terms: 

U*lq*l U*lq*2 U*lq*N 

F = liml 
u*2q*1 U*2q*2 u*2q*N 

df (2.90) ,,_0 rt 

u*N q*l u*Nq*2 u*Nq*N 

Consequently, an entry of the matrix F - hi - can be written as 

(2.91) 

where u*' is the fundamental solution at a field point x corresponding to a 

concentrated unit source at source point i (i = 1,2, ... ,N. See section 2.5.2). 

Similarly q*i is the fundamental normal flux at point x due to a concentrated 

unit source at j (j = 1,2, ... , N). 

Notice that all the source and field points mentioned here are supposed 

to be located in the infinite domain, keeping the relative positions they 

would have if they were located on the boundary f of the actual domain 0 

(figure 2.2). 

Proof of the symmetry of F: 

Once all the boundary nodes (including the points i and j) have been 

excluded from the domain 0' (figure 2.4), it is possible to write from equa-

tion (2.47) that 

V 2u*' = 0 III 0' (2.92) 

and 

\12u*i = 0 III 0' (2.93) 

where u*i is the fundamental solution corresponding to flux q*i. 
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Multiplying equation (2.92) and (2.93) by u*i and u*i , respectively, gives 

in 0' (2.94) 

and 

10 0' (2.95) 

Equation (2.94) will now be subtracted from equation (2.95) and the 

result integrated over the domain 0'. This yields 

(2.96) 

The left-hand-side of the last equation can be transformed by applying 

Green's second identity [66] to obtain 

1 ( *; au*i *i aU*i).IT' 0 u -- - u -- U.l = 
r' an an (2.97) 

In section 2.3 it was assumed that p is constant. The above equation 

can then be multiplied by p and the result can be written as 

1 ( *i au·i *,' aU*i) df 0 u p---u p-- = 
r' an an (2.98) 

By applying equation (2.60) the previous equation can be transformed 

into the following form: 

(2.99) 

Now taking the limit on both sides of the previous equation, produces the 

following expression: 

(2.100) 

According to expression (2.91) one can finally write that 

(2.101 ) 
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The symmetry of the flexibility type matrix F has then been proved and 

so has the symmetry of the stiffness matrix K. 
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Chapter 3 

Numerical Aspects in 

Potential Problems 

3.1 Introduction 

The procedures required for the numerical solution. of the equations pre­

sented in the previous chapter will be explained in the following sections. 

Although only the two dimensional case will be considered throughout this 

chapter, similar considerations could be used for three dimensional prob­

lems. 

A series of boundary integrals must be performed to obtain the matrices 

F, G and L, given by equations (2.67), (2.68) and (2.69) respectively. These 

matrices are necessary to obtain the system of equations (2.80) which pro­

duces the solution of the problem. To this end the boundary is subdivided 

into a number of elements over which the geometry is expressed in terms of 
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appropriate algebraic functions and values at certa.in nodal points. Suitable 

numerical integration schemes are then used to evaluate these integrals. 

To deal with the singular integrals which appear when evaluating the 

matrices F and G, special techniques are applied either to calculate them 

analytically, if possible, or to transform these singular integrals in such a 

away that they can be integrated numerically. 

The vector of equivalent nodal fluxes Q, III the absence of internal 

sources, is obtained either directly (for constant elements) or through bound­

ary integrations (for quadratic elements). The case of Poisson's equation, 

i. e. when internal sources are present, will be treated separately in sec­

tion 3.4. 

Two different types of elements will be developed in this chapter. For 

the first one of linear geometry, herein called constant element, the bound­

ary variables - ii and ij - are assumed to have a constant value on each 

element. The second type of element is the isoparametric quadratic for 

which the geometry and the boundary variables - ii and ij - are interpo­

lated through Lagrange polynomials, as it is usually done in the classical 

boundary element method [40,64, 65J. 

For both elements the potential inside the domain - u - is approxi­

mated exactly in the same way, as it is indicated in equation (2.51). Conse­

quently the matrices F for these two types of elements only differ because 

the boundary geometry is assumed to vary differently in each case. It is 

interesting to point out that the kind of approximation used for the bound­

ary variables does not affect this matrix. The other matrices, G and L, 

instead, vary with the type of approximations used for the geometry and 

for the boundary variables. 



www.manaraa.com

46 

In this hybrid approach as in the conventional direct boundary element 

method, the same order of approximation for both u and q are used. This 

results in identical matrices ~ and \)f. Therefore the matrix G in this 

hybrid formulation, defined by equation (2.68), is exactly the same matrix 

G that appears in the classical direct boundary element method formulation 

of the same problem [40, 64, 65]. 

3.2 The Constant Element 

_____ node 

Figure 3.1: Discretization of the boundary by constant elements 

For this type of element the boundary r is approximated by a series 

of straight elements, each of them associated with a node at its midpoint 

(figure 3.1). The boundary variables - the potential u and the flux q - are 

assumed to be constant on .the element. This means that equations (2.54) 

and (2.55) can be written for an element rk as: 

(3.1 ) 
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(3.2) 

where k varies from 1 to Nj for the constant element, the number of bound-

ary elements is equal to the number of nodes, N. 

The geometry of the element is linear and is defined by its extreme 

points, namely point (1) and point (2) as shown in figure 3.2. 

The boundary integrations are then performed over each element. The 

integrals along the whole boundary f are evaluated by adding up the 

contributions of all the elements. 

In order to compute the boundary integrals a homogeneous coordinate 

Tf is defined such that (figure 3.2): 

'7 =-1 

(1) 

2f 
'7=­

l 

Tf = +1 

(2) 

Figure 3.2: Homogeneous coordinate Tf 

(3.3) 
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3.2.1 Matrix F for Constant Elements 

The computation of matrix F is the most important operation in this ap-

proach because it involves integrating products of two singular functions, u* 

and q*. The terms of F are given by equation (2.91) which after discretiza-

tion of the boundary can be written as: 

N 

Ii' = lim'" f u·i q*i dr(x) 
) E-'O k~ Jr' 

=1 k 

i,j = 1,2, ... , N (3.4) 

where c was defined in section 2.5.4. Notice that u*i represents the value of 

the fundamental solution at a point x when the source point is at i. The 

q*i function defines the value of the fluxes of the fundamental solution at a 

point x corresponding to a source point at j. 

J 

Figure 3.3: Sources i and j 

According to equation (2.49) the fundamental solution u*i for two-

dimensional problems is given by: 

*i 1 1 (1) u =- n-: 
271" r' 

(3.5) 

where ri is the distance between the source point i and the field point x 

(figure 3.3) 
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From equation (2.60) the flux q*i corresponding to the fundamental 

solution u*i can be expressed as follows: 

O *j 
*1" U q =p-on (3.6) 

where u*i is given by 

" 1 ( 1 ) U*1 = - In --,-
271" rJ 

(3.7) 

where ri is the modulus of the vector ri with origin at the source point and 

end at the field point x on rk , as depicted in figure 3.3. 

By substituting the expression for u*i as given byequation (3.7) into 

equation (3.6), the flux q*i can be given by 

*i P 1 ori 
q =----,--

271" rJ on (3.8) 

where ori / on is the normal derivative of ri with respect to the outward 

normal n. 

After taking equations (3.5) and (3.8) into expression (3.4) a generic 

coefficient !ij becomes: 

p . n r ( 1) ~ ori df(x) 
J;i = - 471"2 !~ E ir' In ri rJ on 

k=l k 

(3.9) 

The evaluation of the integral in (3.9) over elements which include 

neither point i nor point j is not a difficult problem. It requires the compu-

tation of a regular integral on the element and hence it can be performed 

numerically by any suita.ble scheme. In the limit, however, when f is equal 

to zero, this integral becomes singular when either the source point i of u*i 

or the source point j of q*i coincides with the field point x. It also becomes 

singular if both i and j coincide with x, as it hap.pens for the elements in 

the main diagonal of F. 
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Thus according to the type of singularity present in the integrals to be 

evaluated, an entry of the matrix F can be split into four different terms as 

follows: 

iii = _...L lim { f, r In (~) ~ ari dr + r In (~) ~ ari dr + 
411"2 ,"-0 .. Jr , r' rJ an Jr~ r' rJ an 

k=l,k-:l"k-:lJ k • 

r In (.!.) ~ 8ri df + r In (.!.) .!. ari dr} (3.10) Jrj ri ri an Jr: ri ri an 

The boundaries n., ri and rj correspond to the original elements fk' 

r i and r i in 0 where the singularities have been excluded. Their definition 

follows from the definition of the domain 0' (section 2.5.4), as shown in 

figure 3.4. 

r' k 

~ 

r~ , 

Figure 3.4: Domain 0' for constant elements 

In the first term on the right-hand-side of equation (3.10) the limit when 

f tends to zero of the integral over r~ is equal to the integral over r k • This 

happens because the source points i and j are not on the element r k and 

hence the functions u .. i and q*i are continuous functions on that interval, 
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i. e. when the point x moves along the element. It is then possible to write 

P { f. [In (~) .!,. ari dI' + lim [ In (~) .!,. ari df + 
411"2 k=l,k'li,k'li irk r' r' an .. -0 ir: r' r' an 

[ In (.!.) .!.. ari dI' + [ In (.!.) .!. ari df} (3.11) iq ri ri an ir: ri ri an 

The four terms on the right-hand-side of the previous equation corre­

spond to the four different types of integrals to be evaluated. Each one of 

these cases will be studied in detail in what follows. 

Case 1: Integration over an element which includes neither source point i 

nor source point j. 

The non-singular integral to be evaluated in this case will be denoted 

by Ik. According to equation (3.11) it is given by the following ex-

pression: 

Ik = [ In (~) .!,. ari df 
irk r' rJ an (3.12) 

where ri and ri are shown in figure 3.3. 

This integral can be computed numerically by using a Gauss-Legendre 

quadrature formula. One should be aware of the situation for which 

any of the sources i and j or both of them are close to the element over 

which the integration is being performed. In this case the integrand 

varies rapidly and sufficient integration points must be used to obtain 

the desired accuracy. It was found, by performing- some tests, that 

six integration points are sufficient if the distances between the source 

points and the nearest point on the element are not greater than half 

the size of the element. 
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Case 2: Integration over an element which includes the source point i. 

The integral to be computed corresponds to the second term in ex­

pression (3.11). It will be represented herein by Ii and can be written 

as: 

i . J (l)larJ I = hm In --: ~ - dr{x) 
«--+0 r: r' r1 an (3.13) 

with the boundary r~ and the vectors ri and ri shown in figure 3.5. 

/ r i 
n 

Figure 3.5: Integration over r i 

Equation (3.13) shows that inthe limit the integral over r~ contains a 

logarithmic type of singularity. Consequently the limit of the integral 

over fi is equal to the integral over r i , since the latter exists and has 

a definite value and when c --+ 0 then r~ --+ rio Hence one can write 

i J (1) 1 ar j 
I = In --: --:- - dr{x) 

r. r' r1 an (3.14) 

The function (1 Jri) (a~ / an) is continuous over r i and therefore the 

integral (3.14) can easily be evaluated through any suitable scheme 

such as a logarithmic Gaussian quadrature formula [67] or the scheme 
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proposed by Telles [68], in which a transformation of variables is used 

to cancel the singularity. 

Case 3: Integration over an element which includes the source point j. 

Now the third term in equation (3.11) will be considered. The integral 

to be evaluated is then: 

.. J (1)lar j 
[1 = hm In -;- -:- - df{x) 

e-O r'o r' r1 an 
J 

(3.15) 

where ri and ri have been previously defined and the boundary rj, 

which corresponds to the boundary element rj , is shown in figure 3.6. 

~) 
J 

rt 
1 

(1) 

r· 
~' 

J 

(1) 

Figure 3.6: Definition of rj 

In order to evaluate the limit in expression (3.15), the boundary rj 

will be subdivided into two parts (figure 3.6): the first one corresponds 

to the straight part of rj , herein denoted by rj; the second one is 

the semi-circumference re of radius E:. 
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Accordingly Ii can then be expressed as 

l' = hm _ In -:- ---:- - dr( x) . . {lr ( 1) 1 arj 
} 

e-+O fj+f. r' r) an (3.16) 

and finally it can be written as follows: 

. . {lr ( 1) 1 ari }. {J ( 1) 1 ari } l' = hm In -:- --:- -a dr(x) +hm In -:- ---:- -a dr(x) 
e-+O fj r' rJ n e-+O f. r' r) n 

(3.17) 

If one uses the notation shown below: 

-i . {fr ( 1) 1 arj 
} I = hm _ In -:- ---:- -a dr( x ) 

e-+O fj r' rJ n 
(3.18) 

. {lr ( 1) 1 arj 
} Ie = hm In -:- ---:- -a dr(x) 

e-+O f. r' rJ n 
(3.19) 

the integral Ii can be evaluated by adding the results from the two 

previous integrals, i. e. 

(3.20) 

As the element is straight along fi the vectors rj and n are orthogonal 

and n.r; = 0, hence 

on f· J (3.21 ) 

Consequently since the singular point is excluded, the integral]j van-

ishes, i. e. 

(3.22) 

The other integral Ie will be computed analytically as follows: 

From figure 3.7 one can see that over r e the following relationships 

hold: 

ri = 6 (3.23) 

ari 
cos(rj,n) =-1 (3.24) = an 

dr = -6 dO (3.25) 
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n 

Figure 3.7: The boundary f .. 

Substituting these last expressions into equation (3.19) gives 

I .. = lim 10 In (~) dO 
.. _0 1< r' 

(3.26) 

In this case, the limit of the integral is the integral of the limit and by 

performing the integral one has a final value for I .. , as shown below: 

I .. = -'Trln (_1 ) 
Rij 

where Rij is the distance between points i and j. 

(3.27) 

Case 4: Integration over an element which includes both points i and j. 

This situation occurs when evaluating the main diagonal terms of F, 

namely hi. The integral to be performed is the last term in equa-

tion (3.11), i. e. 

Iii = lim f In (~) ~ ari df(x) 
.. -0 1r' r' r' an . (3.28) 
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Direct computation of this integral is not possible and physical con­

siderations will then be applied to compute the main diagonal of the 

matrix F. 

The property that the fluxes are null for a constant potential field 

will be used. Consider, for instance, that the boundary potentials are 

constant all over the boundary and equal to 1. Hence u = I where I 

is the unit vector given by 

1= 

1 

1 

1 

(3.29) 

Applying the property mentioned above, one can say that for u = I, 

Q = o. Taking these expressions into equation (2.80) one obtains 

KI=O (3.30) 

or considering equation (2.81) this expression becomes 

(3.31 ) 

as R is known and non-singular, then 

FRI=O (3.32) 

and a simple relationship has been obtained giving the values of the 

diagonal coefficients Iii in terms of the off-diagonal terms Iij. 
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3.2.2 Matrix G for Constant Elements 

For the particular case of constant element, an entry of the matrix G is 

given by the following integral: 

(3.33) 

where both i and j vary from 1 to N. 

As mentioned before, in the classical direct boundary element formu-

lation there is a matrix usually called G, which is defined exactly in the 

same manner as the matrix G in this hybrid formulation. Therefore proce-

dures similar to those adopted in the conventional boundary element method 

[40, 64] will be followed here. 

By considering expression (2.49) which gives the fundamental solution, 

a coefficient of the matrix G can be written as 

gi· = lim~ f In (~) dr 
J E-+O 211" Jr/. r' 

J 

(3.34) 

According to this expression the off-diagonal terms are regular integrals 

and can be obtained through the evaluation of the following integral: 

gi· = ~ f In (~) dr 
J 211" Jfj r' 

(3.35) 

which can be computed in this case either analytically or numerically. A 

Gauss quadrature rule can be used to evaluate them numerically, for in-

stance. 

The main diagonal terms, obtained when integrating over the element 

i, which includes the source point i, are given by 

g;i = lim ~ f In( ~) dr 
E-+O 211" Jr: r' 

(3.36) 
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In the limit they involve a logarithmic type of singularity, which is weak, 

therefore it is also equal to 

gii = ~ r In (~) dr 
271" Jr. r' 

(3.37) 

and hence either an analytical or an appropriate numerical integration can 

be applied in its computation. 

In the case of constant elements the analytical integration is very simple 

and will be preferred herein. 

(2) 

(1) 

Figure 3.8: The element includes the source point i 

According to figure 3.8 and taking symmetry into account, gii can be 

written as 

gii = ~ r(2) In (~) d." 
271" J(1) r' 

=! r(2) In (~) d." 
71" J( node i) r' 

(3.38) 

Now the homogeneous coordinate." defined over the element in figure 3.2 

will be used to perform the integration. Therefore it is possible to write 

ri = 

dr = 

~ 1.,,1 
2 
ti d - ." 
2 

(3.39) 

(3.40) 
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and by substituting these two expressions into equation (3.38) gii becomes 

(3.41) 

Now it will be shown that the last integral in the previous expression is 

equal to 1. 

-lim 11 In( TJ )dTJ 
E-+O E 

= 1 + lim (cln e - c) 
E-+O 

(3.42) 

and since 

lim (clne) = 0 
E-+O 

the value of the integral is given by 

(3.43) 

The main diagonal terms of matrix G can then be evaluated as 

(3.44) 

3.2.3 Matrix L for Constant Elements 

When dealing with constant elements the matrix L defined in equation (2.69) 

is a diagonal matrix and does not require any integration to be carried out. 

It is simply given by 

L= (3.45) 
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where lie (k = 1,2, ... , N) are the element lengths. Consequently it is not 

necessary to store this matrix and the related matrix operations become 

simply scalar operations. 

3.2.4 Equivalent Nodal Fluxes 

The vector of equivalent nodal fluxes Q is defined by equation (2.83), i. e. 

(3.46) 

For constant elements Q is directly obtained as a consequence of the as­

sumption made of constant flux over an element. The prescribed equivalent 

flux - Qi - at node i which is the midpoint of element r i is given by 

(3.47) 

in which qi is the average prescribed flux on r i ; the summation convention 

is not implied here. 

For Laplace's equation, i. e. in the absence of internal sources, vector B is 

the null vector. When the problem has internal sources, which corresponds 

to the case of Poisson's equation, the vector B has to be computed. Its 

evaluation is treated in section 3.4. 

3.3 The Quadratic Element 

This section is concerned with the derivation of all the matrices needed for 

the computer implementation of the hybrid boundary element formulation 

presented in chapter 2, when a quadratic isoparametric element is used to 

discretize the boundary (figure 3.9). 
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element 

~ 

Figure 3.9: Boundary approximated by quadratic elements 

This type of element is useful when dealing with curved boundaries be­

cause the geometry can thus be better represented. The use of quadratic 

elements is also important when the actual solution can not be well repre-

sented along the element through lower order functions. Furthermore in the 

case of lower order functions, the convergence of the solution can be very 

slow and sometimes cannot be obtained. The use of quadratic or higher 

order elements usually leads to convergence. 

Three nodes per element are needed in order to define its geometry and 

the functions u and ij, which represent the approximate potential and flux 

on the element. These nodes are chosen to be the two extreme points of the 

element - node (1) and node (3) - and its midpoint, node (2) (figure 3.10). 

Therefore a Co continuity is obtained for the functions defining the geometry 

and u and ij. 

The application of quadratic elements requires integrations along the 

boundary and to this end a transformation from Cartesian to curvilinear 
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coordinates is needed. A homogeneous curvilinear coordinate "I is then 

defined as shown in figure 3.10. The Jacobian of this transformation is 

given by 

IJI = {[(x~ - 2x~ + xn "I + ~ (x~ - xD12+ 
1 }1/2 

[(x~ - 2x~ + x~) "I + 2 (x~ - x~W (3.48) 

X2 (3) (3) 

(x~,x~) 
(2) 

"I = +1 

"1=0 

(1) 

(xLx~) "I =-1 

Xl 

Figure 3.10: Transformation of coordinates 

The independent variables on the boundary - u and ij - are given 

in terms of quadratic Lagrange polynomials as interpolation functions and 

nodal values ofthis variables (see figure 3.11). Thus, along an element, they 

are written as 

(3.49) 
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q1 

ij = 'P1q1 + 'P2q2 + 'P3q3 = ['P1 'P2 'P3] q2 (3.50) 

where ui and qi (i = 1,2,3) are, respectively, the values of u and ij at the 

node i of the element. Notice that although these are nodal values for the 

boundary variables u and ij, the tilde has been dropped in the notation for 

simplicity. 

(3) 

(1) 

~-------------------------------------. Xl 

Figure 3.11: Approximation for u and ij 

The shape functions 'P1, 'P2 and 'P3 are defined in terms of the homoge-

neous coordinate '1 as follows: 

1 
'PI = - '1 ('1 - 1) 

2 
'P2 = (1-'1) (1+'1) 

1 
'P3 = '2 '1 ('1 + 1) (3.51) 

As the element is isoparametric its geometry is also approximated through 

the same shape functions. Therefore the Cartesian coordinates of a point 

on the element - Xl and X2 - are. given in terms of the homogeneous 
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coordinate 7] as shown below: 

(3.52) 

(3.53) 

where xi and x~ (i = 1,2,3) are the coordinates of the node i referred to 

the Cartesian global system (figure 3.10) 

3.3.1 Matrix F for Quadratic Elements 

The coefficients of matrix F are not affected by the type of approxima-

tion used for the boundary variables, ii and if. They depend only on the 

fundamental solution and on the geometry, as one can conclude from equa-

tion (2.67) which defines the matrix F and is repeated here, i. e. 

(3.54) 

Equation (3.9), derived for constant elements is also valid for quadratic 

elements, i. e. an entry of F is given by 

pEL (1) 1 a~ k = - - lim E In -:- --,. - dr(x) 
J 411"2 ...... 0 r' r' rJ an 

k=l k 

(3.55) 

where E is the number of boundary elements. According to the last ex-

pression, an integration along the whole boundary has to be performed to 

compute a coefficient I;j. To this end five different cases should be consid-

ered, depending on the position of the sources i and j in relation to the 

element. 

Case 1: Integration over an element which includes neither source point i 

nor source point j. 
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This case involves the non-singular integral given by 

lr (1) 1 o,J In ....,. -:- - dr{x) 
r. r' rJ on (3.56) 

where the variables involved are shown in figure 3.12. 

J 

n 

Figure 3.12: Sources i and j outside the element 

These integrals can be evaluated numerically by using a standard 

Gauss quadrature rule. Care should be taken when any of the sources 

i and j or both of them are close to the element over which the in­

tegration is being performed. The rapid variation of the integrand 

when a singularity is approached can affect the results After a series 

of tests, it was found that 12 integration points give good accuracy, 

when the distance between one source point and the nearest point 

on the element is greater than the distance from the midnode to the 

extreme node closer to it. 

Case 2: Integration over an element which includes only the source point i. 
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The integral to be performed in this situation is herein denoted by ~i 

and is expressed by the following formula: 

~i = lim r In (~) ~ ari df(x) 
«_0 ir~ r' rJ an (3.57) 

with the boundary f~ (f~ ---+ fk when c; ---+ 0) and the vectors ri 

and ri shown in figure 3.13. 

f' k 

\ 

n 

J 
(boundary node) 

Figure 3.13: Singularity i on the element fk 

In the limit, when c; = 0, this integral contains a logarithmic type of 

singularity which is weak and hence the integral is well defined. It is 

then possible to write 

~i = r In (~) ~ ari dr(x) 
irk r' rJ an (3.58) 

A suitable numerical scheme can then be. used to obtain the value 

for this integral, as mentioned previously when dealing with constant 

elements (section 3.2 case 2). 

When the source point i is located at an end node, i. e. node (1) or 

node (2) (figure 3.10), similar integration have to be performed for 

the adjacent element which also includes the source i and the results 
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should be added to give the final value of ~i. Obviously when the 

source point i is at the central node the integral is evaluated along the 

element under consideration only. 

Case 3: Integration over an element which includes only source point j. 

i (boundary node) 

v 

n 

Figure 3.14: Singularity j on the element r k 

Herein the following integral should be computed: 

. '1 (1) 18ri 
~ = hm In -:- ---:- -8 dr{x) 

.. _0 r~ r' rJ n 
(3.59) 

where the element r k (r~ - r k when e - 0) includes the source j 

and the other variables in the integrand are shown in figure 3.14. 

Along the boundary this integral is not singular, however it presents a 

discontinuity when approaching it. Consequently ~ is computed by 

adding the results for the discontinuity or jump and the value of the 

integral over the element, i. e . 

. t (1) 18ri . t (l)lEJri ~ = In -;- -:- -8 dr(x)+hm In -;- -:- T dr(x) (3.60) 
r k r' rJ n .. -0 r. r' rJ un 

where r .. is the arc of radius e, which is shown in figure 3.14. 
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The first integral on the right-hand side is well defined and can be com-

puted by following the same procedures used in case 1. The second 

term corresponds to the discontinuity and will be obtained analyti-

cally. 

Two possibilities should be considered in the evaluation of the jump, 

as follows: 

i) Source point j located at an end node of the element. 

i (boundary node) n 

Figure 3.15: Singularity at an end node of the element. 

According to figure 3.15, it is possible to write the following 

relationships: 

ri = lR;j + rjl (3.61 ) 

r j e (3.62) 

8rj 
-1 (3.63) an 

df -e dO (3.64) 
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By introducing the last equations into the expression for the 

jump, i. e. the second integral on the right-hand side of equa-

tion (3.60), this becomes 

. 1 (1) 1 ari hm In -: --:- - dr 
£-+0 r. r' r3 an 

1 
- c dO 
c 

(3.65) 

where Ok is the angle at node j between the Xl axis and the 

element after node j and a is the angle at j between the two 

elements, as shown in figure 3.15. 

ii) Source point j located at the midpoint of the element. 

(2) 

(1) 

Figure 3.16: Singularity j at the mid node of the element 

The jump in this situation can be computed simply by replacing 

the value of a by 7r in equation (3.65.) as one can conclude by 

comparing the two cases, i and ii. See figures 3.15 and 3.16 

Case 4: Integration over an element which includes both non-coincident 

source points i and j. 
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This is the most delicate situation because two different types of sin-

gularity occur for the same element. The integrals to be obtained are 

still given by equation (3.9), i.e. 

p . n 1 (1) 1 O~ k = - - hm L In -;- --:- - df(x) 
1 411"2 ,,_0 r' r' r1 On 

k=l k 

(3.66) 

The element is subdivided in such a way that only one singularity is 

included in each integral, as shown in figure 3.17. 

J J 

J r; = +0.5 
r; = 0.0 

fj = -0.5 

i J r; = +0.5 
r; = 0.0 

r; = -0.5 
J J 

Figure 3.17: Both singularities i and j occurring on the same element 

The proximity of a singularity can affect the results of the singular 

integrals. Therefore the point where the element. should be subdi-

vided, namely the value of fj shown in figure 3.17, has to be chosen 

carefully and enough integration points should be used to guarantee 

the accuracy and convergence of the results. 
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According to figure 3.17 there are six different situations to be con­

sidered depending on the position of the sources i and j. 

When the integration is performed over a boundary which includes 

the source i, a logarithmic singularity occurs and a special scheme to 

deal with a logarithmic type of singularity should be used [67], [68]. 

This situation is similar to case 2. 

The situation in which the source j is included in the region where the 

integral is defined is similar to case 3. Consequently the integral on 

the boundary is not singular and can be computed through· a normal 

Gaussian quadrature rule, provided the discontinuity in the integral 

when approaching the boundary has been properly evaluated. Herein 

it is equal to the jump studied in case 3. 

Case 5: Integration over an element including both source points i and j, 

which are coincident. 

n 

Figure 3.18: Singularities i and j at the same node on the element 

This case corresponds to the evaluation of the main diagonal of matrix 

F whose coefficients are given by 
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'!r (1) 1 ari 
iii = hm In """7 -: - dI' 

~-+O rk r' r' an (3.67) 

Exactly the same physical consideration used for constant elements 

(section 3.2) can be adopted here to evaluate these terms and avoid 

their direct computation. 

3.3.2 Matrix G for Quadratic Elements 

Matrix G is a N by N square matrix defined through equation (2.68). 

Consequently for the isoparametric quadratic element being developed in 

this section, when the nodes and elements are numbered sequentially, its 

coefficients are given as shown in the next page. 

Thus it is necessary to compute integrals of the type 

(3,68) 

wherek=1,2, ... ,E, 1=1,2,3 and i=1,2, ... ,N. 

These integrals are expressed in terms of the homogeneous coordinate 1] 

as 

lr . j(2) . 
C{)I u·' dI' = C{)I u·' 111 d1] 

rk (1) 
(3.69) 

where IJI is the Jacobian of the transformation given by equation (3.48). 

When computing these integrals it is important to distinguish between 

the singular and non-singular integrals. 
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i) Non-singular integrals. 

This situation occurs when the source point i is not located on the ele­

ment rk , where the integration is being evaluated. A normal Gaussian 

quadrature rule can then be applied. The influence of the proximity 

of a singularity should be considered when selecting the number of 

integration points to be adopted. 

ii) Singular integrals. 

In this case, the element r k includes the source point i. As the func­

tions u*i are fundamental solutions given by equation (3.5), the inte­

gral contains a logarithmic type of singularity. Therefore an appro­

priate numerical scheme should be used. 

3.3.3 Matrix L for Quadratic Elements 

According to expression (2.69) that defines the matrix L and taking into 

account the type of approximation used for u and ij, equations (3.49) and 

(3.50), it is possible to represent the coefficients of matrix L as shown in the 

next page. This matrix does not present any singularity and its numerical 

evaluation is a simple task. 

3.3.4 Equivalent Nodal Fluxes 

Equation (2.83) defines the vector of equivalent nodal fluxes, i. e. 

(3.70) 

The vector B for quadratic elements is similar to vector B for constant 

elements and will be discussed in section 3.4. 
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Suppose that the prescribed flux on the element fe - lie - can be 

represented through quadratic interpolation functions, in the same way the 

fluxes on the boundary, ij, are approximated (3.50). It is then possible to 

write 

Ii! 

lie = <Pi Ii! + <P2 Ii; + <P3 rfe = [<Pi <P2 <P3] Ii~ (3.71) 

where Ii!, Ii~ and Ii~ are, respectively, the values of the prescribed flux at 

nodes (1) , (2) and (3) on fe. 

Then by substituting equation (3.71) into expression (2.70) the contri-

but ion of the element f e for the equivalent nodal fluxes can be expressed 

as 
-1 -1 Qe <Pi qe 
-2 

= t. [<Pi <P2 <P3] df -2 (3.72) Qe 'P2 qe 
-3 -3 Qe 'P3 qe 

where ZJ: (i = 1,2,3) represents the contribution of the element fe to the 

equivalent prescribed 'flux at node i. 

Notice that all these integrals have been already computed in the evalua-

tion of matrix L. 

3.4 The Vector B 

In this section, the evaluation of vector B will be discussed. This vector 

has to be computed when a Poisson type equation is being solved. In 

engineering practice this happens, for instance, in heat conduction problems 

presenting internal heat generation or in the analysis of well pumping in 

confined aquifers. 
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The vector B is defined by equation (2.71) which involves a domain 

integral. For the type of fundamental solution adopted here, the integral is 

well defined and as such can be written as 

B = in b(x) u· d!1(x) (3.73) 

where b was defined in section 2.3 and x is a point in the domain !1. 

Each component Bi of B corresponds to a particular position of the 

source point i on the boundary, i. e. 

Bi = 10 b(x) u· i d!1(x) (3.74) 

where u· i (i = 1,2, ... , N) is the fundamental solution at the point x in 

the domain, due to a unit source at the boundary node i. 

The need for performing domain integrals is the main drawback in a 

boundary element formulation because of the necessity to discretize the do­

main and the consequent lost of the pure boundary feature in the method. 

The consequences of this fact is that the input data has to include the dis­

cretization of the domain and time consuming domain integrals have to be 

performed. That is why researchers involved with the conventional bound­

ary element method have been actively trying to avoid such domain inte­

grals. They either transform them into boundary integrals or, alternatively, 

by using a particular solution or by changing variables, the original equation 

is converted into an equivalent equation for which a fundamental solution 

is available. Some of these techniques depend intrinsically on the boundary 

element formulation. Others do not keep any relation to the kind of method 

applied and involve purely mathematical concepts and relationships. 
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Domain integrals similar to those in expression (3.74) appear in the clas-

sical boundary element method formulation for Poisson's equation. There-

fore techniques for their evaluation without discretization of the domain, 

which are independent of the particular formulation adopted, can be used 

in this hybrid boundary element approach to obtain the components of 

vector B. Some of them will be briefly described in this section. 

Notice that for this hybrid displacement boundary elements formulation 

the computation of potentials and fluxes in the domain does not require any 

kind of integration even in the case of Poisson's equation (see section 2.5.6). 

In what follows some procedures that can be used to compute the vector 

B will be described. 

Direct computation of the domain integrals 

For direct computation of the domain integrals in equation (3.74), the 

domain should be subdivided into regions of integration called cells (fig­

ure 3.19). A numerical integration scheme such as Gaussian quadrature 

formulae can then be applied. 

Supposing that the total number of cells needed to describe the whole 

domain is C and that f!1 is a generic cell, it is possible to write a component 

Bias 
C 

Bi = L 1 b u·i dO 
1=1 0, 

(3.75) 

The numerical integration scheme can now be applied for every cell and the 

results added up. 

Concentrated sources 

The evaluation of B in this case is very simple. For one concentrated 

source - S, - at a point ( the function f (see equation (2.21)) is given by 
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cell 

Figure 3.19: Domain discretization 

f = Sf; ~((,x) (3.76) 

where Sf; is the magnitude of the source at ( and ~((, x) is the Dirac 

delta function (see section 2.5.1). Therefore b can be written as 

b = - p f = -p Sf; ~((, x) (3.77) 

and a component B; becomes 

(3.78) 

By applying Dirac delta function properties it can be recast as 

(3.79) 

For the case of several concentrated sources the superposition of effects 

can be applied. 
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Transformation of the domain integrals into boundary integrals 

Herein only the case where the function b is harmonic in the domain 0 

will be presented, i. e. 

(3.80) 

The transformation into a boundary integral is carried out by using 

Green's second identity [66], which has the form 

(3.81 ) 

This expression can be applied to take the volume integral in (3. 74) to the 

boundary if there is a function v· such that 

(3.82) 

This function v· is the fundamental solution of the bi-harmonic equation as 

shown bellow 

(3.83) 

This solution is a well known fundamental solution used in plate bending 

which is given for two-dimensional domains by 

(3.84) 

where r is the distance between the source point f" and the field point x. 

Substituting equations (3.80) and (3.82) into equation (3.81), gives 

r bu· dO = r (b av· _ v· ab) df 
Jo Jr an an (3.85) 

And finally by using this last equation, the component Bi of vector B can 

be expressed in terms of two boundary integrals as follows: 

(3.86) 
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where the subscript i means that the source point is located at the boundary 

node i. 
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Chapter 4 

Elastostatics 

4.1 Introduction 

In this chapter, the hybrid displacement boundary element formulation for 

the solution of linear elastostatic problems will be presented. The existing 

similarities between the potential theory (also called scalar potential theory) 

and the theory of elasticity (also called vector potential theory [61]) results 

in the same format for this chapter as for chapter 2. 

The main characteristics of the approach, discussed in chapter 2 for 

potential problems, remain the same for the case of elasticity. Thus the 

formulation is based on a generalized variational principle of the type used 

by Tong [1] to generate his assumed displacement hybrid model in finite 

elements. In that functional, the volume integral which represents the strain 

energy is integrated by parts and an ad hoc boundary hybrid functional is 

then generated. This functional forms the basis of the proposed approach. 
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There are three independent field variables involved: they are the dis­

placement and tractions on the boundary and the displacement inside the 

domain. 

Through a convenient approximation for the displacement in the domain 

it is possible to generate a stiffness-like formulation whose stiffness matrix is 

evaluated by integrations along the boundaries only. This can be achieved 

by using the so-called fundamental solution for elasticity to represent ap­

proximately that domain variable. 

The variables defined only on the boundary, which are displacement and 

traction, are approximated in terms of the usual interpolation functions that 

can vary in accordance to the type of problem to be solved. 

After introducing the three approximate field variables into the expres­

sion for the boundary hybrid functional and making its first variation equal 

to zero a set of three matrix equations is generated. The final system of al­

gebraic equations is obtained by eliminating the variables other than bound­

ary displacements from those equations. The resulting system of algebraic 

equations is therefore written in terms of a symmetric stiffness matrix and 

nodal values of displacements as unknowns, both defined on the boundary 

only. 

4.2 Basic Relations in Linear Elastostatics 

Let us consider a domain. n, bounded by a closed surface r, which consists 

of a homogeneous, linear, elastic and isotropic material (figure 4.1). 

The elastostatics problems defined in such domain can be represented 

by the following equations: 
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Boundary f (f = fu + fp) 

n 

Figure 4.1: Definition of the domain n and boundary f 

• Strain-displacement equation 

If only small deformations are supposed to occur, the strain tensor tij 

can be written, in terms of the displacement vector Ui, by 

1 
t·· = -(u·· + u··) 'J 2 ',J J,' (4.1) 

• Equilibrium conditions 

When the force equilibrium condition is fulfilled the stress tensor O"ij 

satisfies the following equations: 

(4.2) 

where the body forces bj are external forces which act inside the body. 

In the absence of distributed body or surface couples, the moment 

equilibrium condition requires the stress tensor to be symmetric, i. e. 

(4.3) 

The vector of surface forces per unit area, or traction vector Pi, can 
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be computed from the stress components O'ij by the relation 

(4.4) 

where nj are the direction cosines of the outward normal n to the 

surface, at the point where Pi acts (figure 4.1). 

• Constitutive equations 

When there is no change in temperature Hooke's law, formulated in 

terms of shear modulus G and Poisson's ratio v, relates the stress 

tensor components O'ij and the strain components iij leading to 

(4.5) 

in which Cijkl is the fourth-order isotropic tensor of elastic constants 

given by 

• Boundary conditions 

The boundary conditions for displacements and tractions are as fol-

lows: 

essential boundary conditions: tti = Ui on r u (4.7) 

natural boundary conditions: Pi = Pi on r I' (4.8) 

Observe that the total bounding surface of the body r is equal to 

r u + r I' and that the bar indicates that those values are prescribed. 

The equilibrium conditions can also be expressed in terms of displace-

ments. The resulting equations are the well-known Navier equations which 

are very convenient when the boundary conditions are given is terms of 
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displacements. These equations are obtained by substituting the strain-

displacement equation (4.1) into (4.5) and taking the result into the equi­

librium condition, given by (4.2). Thus Navier equations are written as 

G 
G U· A:A: + -- UH· + b· = 0 J. 1 _ 2v . J J 

(4.9) 

In all the previous equations and throughou t this chapter the indicial 

notation as defined in section 11 is applied. 

4.3 Modified Variational Principle 

The principle of minimum potential energy is a classical principle in me-

chanics of solids. It has been extensively applied in elasticity since the in­

troduction of variational principles for the solution of structural mechanics 

problems. 

The generalized variational principle, basis of this proposed hybrid for-

mulation, will be derived in this section. It is obtained from the principle 

of minimum potential energy which can be stated as follows: 

The solution of a problem in the small displacement theory of elasticity 

is the vector function Ui which minimizes the total potential energy II given 

by 

II(ui) = 10 (~ qij fij - bi Ui) dO -1,. Pi Ui dr 

with the boundary condition (4.7), i. e., 

Ui = Ui on ru 

which is repeated here for clarity. 

(4.10) 

(4.11) 
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In the expression for the functional II (4.10) both tensors, Uij and fij , 

are functions of the displacement vector Ui. 

The present formulation has instead two independent displacement field 

variables. The first one is defined in the domain and called Ui; the second 

displacement field is denoted by Ui and is only defined on the boundary. 

These two independent field variables will be introduced in the expression 

for the total potential energy to derive a more general principle. Conse-

quently the compatibility condition between them needs to be introduced 

as a subsidiary condition. The variational form of the problem then becomes 

1I1(u·) -1 (! U·· f·· - b· U·) dn -£ p-. U· df • - 2'J'J •• • • {} rp 
(4.12) 

with the subsidiary compatibility condition, 

Ui = Ui on f ( 4.13) 

and the boundary condition 

Ui = Ui on fu (4.14) 

Now the subsidiary condition (4.13) will be introduced into the varia­

tional expression by means of a set of Lagrange multipliers Ai. Thus the 

modified variational principle can now be written as: 

The solution of the problem will be given by the satisfaction of the sta-

tionary condition of the multi-field functional 112 defined by the following 

expression: 

112(u· u· \.) -1 (! U·· f·· - b· u·) dO + £ A· (u· - u·) df -£ p-. U· df " "A. - 2'J'J •• • •• • • {} r rp 
(4.15) 

plus the boundary condition 

on fu (4.16) 
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Notice that the generalized functional now involves three independent 

field variables and the modified principle is a stationary principle and no 

longer a minimum principle. 

The stationary conditions for the functional II2 are determined by 

setting to zero its first variation which can be obtained by taking varia-

tions with respect to the three independent variables Ui, Ui and Ai in equa-

tion (4.15) as follows: 

f [! (u·· St·· + f·· Du··) - b· DU.] dO + f A· DU· dr-10 2 'J'] 'J'] •• lr." 

f Ai DUi dr + f (Ui - Ui) DAi dr - f Pi DUi dr (4.17) 
k k ~ 

which after assuming the satisfaction of the boundary condition Ui = Ui 

on r u ,namely DUi = 0 on r u, becomes 

f [! (u·· St·· + f·· Du··) - b· DU.] dO - f A· Du· dr + 10 2 .].] ']'J •• lr" 

- f (Ui - Ui) DAi dr + f (Ai - Pi) DUi dr (4.18) lr lrp 

From equation (4.5) it is possible to write 

(4.19) 

and as Cijkl is constant 

(4.20) 

By introducing this last expression into DII2 it reduces to 

DII2(ui, Ui, Ai) = 10 (Uij DEij - bi DUi) dO - £ Ai DUi dr + 

f (Ui - Ui) DAi dr + f (Ai - Pi) DUi dr (4.21) lr lrp 

The strain-displacement relations (4.1) allows the following relation to 

be written: 

(4.22) 
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From the variational calculus the derivative and the variation symbols can 

be interchanged, i. e., 
au- a 

b(-') = -(bUi) 
aXj aXj 

(4.23) 

which taken into equation (4.22) produces 

1 [au- au- ] (T-- &-- = - (T-- b(-') + b(_') 
'1 '1 2 '1 ax - ax _ 

1 ' 

(4.24) 

In the last expression, the symmetry of the stress tensor (4.3) leads to 

a 
(T- - &- - - (T- - -(bu-) 

'1 '1 - '1 ax _ ' 
1 

(4.25) 

The introduction of equation (4.25) into expression (4.21) yields: 

bll2(ui,ui,A;) = In [(Tij a~/bU;)-bibUi] dO,-!rAibUidf+ 

[ (Ui - Ui) bAi df + [ (Ai - Pi) bUi df (4.26) Jr Jrp 

The first term on the right-hand side of the above equation, when inte-

grated by parts results in 

(4.27) 

and by substituting equation (4.4) into the boundary integral in the last 

expression one obtains 

1 (T-- ~(bU-) do' - fr p- bu- df -1 (T-- - bU- do' '1 a ' - I I '1,1 I o ~ r 0 
(4.28) 

If equation (4.28) is now taken into consideration in the expression for bll2, 

as given_ by equation (4.26), and the terms are rearranged, it is possible to 

write 

-In {(Tii,i + bi) bUi do' + !r (Ui - Ui) bAi df + 

[ (pi - Ai) bUi df + [ (Ai - Pi) bUi df (4.29) Jr Jrp 
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The Euler equations for the functional are obtained when this first vari-

ation is set equal to zero for any values of SUi, SUi and SAi. This means 

that the stationary conditions for the functional are given by the following 

equations: 

(TijJ + hi = 0 in 0 (4.30) 

Ui - Ui = 0 on r (4.31 ) 

Pi - Ai = 0 on r (4.32) 

Ai - Pi = 0 on r (4.33) 

From the last two expressions it is possible to conclude that the Lagrange 

multipliers Ai represent the tractions on the boundary, which will therefore 

be denoted by Pi. 

It is seen that these Euler equations, together with the a priori assumed 

satisfied equations (4.1), (4.4), (4.5) and (4.16), are equivalent to the basic 

relations shown in section 4.2, hence they uniquely define the problem. 

On the boundary the condition of compatibility of displacements, the 

traction equilibrium and the natural boundary condition are satisfied in a 

variational sense as one can see from equations (4.31), (4.32) and (4.33). 

Consequently the modified variation principle presented completely defines 

the elasticity problem and can be used to solve it. 

Now the Lagrange multipliers will be substituted by the equivalent phys­

ical variables - Pi - in the expression for the'functional n2 in (4.15), which 

can then be recast into the following form: 

n2 (Ui,Ui,Pi) = In (~(Tij 4j - hi Ui) dO + £Pi (Ui - Ui) dr - £p Pi Ui dr 

(4.34) 
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Following the same procedures used to demonstrate expression (4.25) it 

is straightforward to prove that 

(4.35) 

and by substituting this last result into equation (4.34) one has 

Ih(Ui,Ui,Pi) = in (~ U·· U· . - b· u.) do' + 1 p-. (U· - u·) df -1 p-. U· df 2 tJ I,) " • ., I I r rp 
(4.36) 

The first term on the right-hand-side can be integrated by parts to become 

r ~u··u··dn= r ~u··n·u·df- r ~u···u·dn in 2 '] '.) ir 2 ') )' in 2 '].) , (4.37) 

and finally the substitution of equation (4.4) into that integral allows it to 

be transformed as follows: 

r ~ u·· U· . do' = [~p. U· df - r ~ u·· . U· do' in 2 ')'oJ ir 2 " in 2 ').) , ( 4.38) 

which taken into consideration in equatioI). (4.36) produces the final form 

for the generalized functional IIHE, i.e., 

The ad hoc multi-field variational principle, basis of the proposed for-

mulation, can then be stated as: 

Among all the functions Ui, which satisfy equations (4.1), (4-4) and· 

(4-5) and Ui, which fulfills the essential boundary condition (4.16), and Pi, 

piecewise continuous function, the actual solution is given by those that 

make stationary the functional IIHE , defined in equation (4.39). 
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4.4 Derivation of the Model 

This section is concerned with the generation of the final algebraic system 

of equations which produces an approximate solution for the problem. This 

is achieved by representing the three independent field variables - displace­

ment in the domain, displacement and traction on the boundary - through 

approximate functions and then applying the generalized variational prin­

ciple defined in the previous section. 

The approximation for the boundary variables is made by using interpo­

lation functions of the type normally adopted in finite or boundary elements 

theories. The displacement field in the domain, which is the only inde­

pendent domain variable, instead, is approximated in a different way: the 

so-called fundamental solution, extensively used in the boundary element 

method, is applied here to generate the approximate internal displacement 

field, as it will be shown in section {4.4.2}. 

In the following sections, when it is convenient, the matrix notation will 

be used instead of the indicial notation. 

A review of the definitions and terminology used in the classical bound­

ary element formulation [64,69,65], which is also used in this work, will be 

presented in the next section. 

4.4.1 Fundamental Solution 

The solution of Navier's equation corresponding to Kelvin's problem of a 

point load in a homogeneous, isotropic, linear, elastic and infinite body is 

called the Kelvin fundamental solution or simply the fundamental solution 
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of elastostatics. There are other fundamental solutions depending on the 

type of domain under consideration, such as the half-space fundamental 

solution (presented by Melan [71]) and the half-plane fundamental solution 

(due to Midlin [72]) and also the fundamental solution for axisymmetric 

problems. Nevertheless, the Kelvin solution is the most general one and is 

the starting point for the derivation of all the others. These solutions are 

always singular at the point where the load is applied which is characteristic 

of a concentrated load. 

Accordingly, the Kelvin fundamental solution satisfies the Navier equa­

tions corresponding to a unit concentrated load, i. e., 

G uj,kk + 1 :!2v u;',kj + ~(~,x) ej = 0 ( 4.40) 

where uj is the j component of the fundamental displacement at point X; 

~(~, x) represents the Dirac delta function ( equation 2.48); ~ is the source 

point and x is the field point whose definitions where given in section 2.5.1 

for potential problems and also are applied herein; ej is the unit vector 

in the direction of the x j axis of Cartesian coordinates; the body force 

b* = ~(~,x)ej is a unit concentrated load applied at point ~ in the j 

direction; the asterisks refers to fundamental solution. 

In the literature, the I components of the fundamental displacement at 

a point x due to a unit load applied at the source point ~ in k direction are 

usually denoted by Ukl(~'x) [64,65]. For Kelvin's problem, they are given 

by the following expressions: 

for the three-dimensional case: 

(4.41 ) 
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and the corresponding traction components are 

in the two-dimensional case of plane strain problems the displacement com-

ponents are given by 

( 4.43) 

and the related traction component by 

Note that in these expressions k and 1 represent the orthogonal coordi-

nate directions. Hence k and 1 have a range of 3 in three-dimensional and 

2 in two-dimensional problems. 

4.4.2 Approximation for the Domain Variable 

The I component of the displacement vector at a point x inside the domain 

n -- u/(x) - will be approximated as a series of products of fundamental 

solutions and unknown parameters as follows: 

uf,(x) "f2N (4.45) 

or more concisely as: 
i=N 

u/(x) = E Uk;(X) "fa (4.46) 
i=l 

where s is given by s = 2i - 2 + k; the unit load is applied at node i in 

the k direction; k and I have a range of 2 or 3, respectively in two or three 

dimensions. The total number of nodes is denoted by N. 
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Notice that a slightly different notation has been introduced here for the 

fundamental solution (see section 4.4.1): the difference corresponds to the 

use of a superscript to indicate the position of the source point. This has 

been done for the sake of clarity in the development of the formulation. 

From now on this notation will be used unless otherwise stated. 

Bearing in mind a physical explanation for this type of approximation, 

the parameters 'Ya can be understood as fictitious concentrated loads in an 

infinite domain at points which correspond to boundary points in the actual 

body. Both domains, the actual and the infinite domain, should" have the 

same elastic properties. The displacement field in the actual domain 11 

is then approximated as the displacement field in the infinite domain 1100 

subject to the action of all these fictitious loads. 

Equation (4.46) can be represented in matrix notation as 

(4.47) 

where the displacement vector at a point in the domain, u has the form 

u= 

the vector of fictitious loads 'Y is defined as 

'Y= 

'Y1 

'Y2 

'Y3N 

( three-dimensions) 

(4.48) 

(4.49) 
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and the matrix of fundamental solutions U* is given by 

U*1 
11 

U*1 12 u*1 13 

U*1 21 u·1 
22 u·1 

23 

u·1 
31 

u*1 
32 

U*1 
33 

u·2 
11 u·2 

12 U*2 13 

u·2 U*2 u*2 
U*= 

21 22 23 
( three-dimensions) (4.50) 

u·2 
31 

U*2 
32 

u*2 
33 

u·N 
11 u·N 

12 u*N 
13 

u·N 
21 

u*N 
22 u*N 23 

u*N 31 u*N 32 u*N 
33 

The matrix of tractions P* associated with the matrix of the fundamen-

tal solutions U* is represented as shown below: 

p*1 
11 

p*1 
12 p*1 13 

p*1 21 p*1 22 p*1 23 

p*1 31 p*1 32 p*1 33 

p*2 
11 

p*2 12 p*2 
13 

P*= 
p*2 

21 
p*2 

22 
p*2 

23 
(three-dimensions) (4.51) 

p*2 31 p*2 32 
p.2 

33 

where the indices have the same meaning they have in the components of 

matrix U*. 
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In two-dimensional problems U* and P* are 2N x 2 rectangular matrices, 

instead of 3N x 3, and r has 2N rows. 

4.4.3 Approximation for Boundary Variables 

The boundary displacements and tractions vectors denoted by u and pare 

represented in terms of the values of those variables at a series of boundary 

nodes. They are written therefore as the product of known interpolation 

functions by unknown parameters, i.e., 

ii(x) = c)T U 

p(x) = wTp 

XEr 

XEr 

( 4.52) 

(4.53) 

where the coefficients of the matrices c) and Ware interpolation functions of 

the type normally adopted by the finite or the boundary element methods 

and T denotes transpose; u and p are vectors whose components are nodal 

values for boundary displacements and boundary tractions, respectively, 

and are written as 

u= 

p= 

PI 

P2 

PN 

(4.54) 

(4.55) 

Observe that the vectors u and p represent nodal values of the boundary 

variables ii and p although the tilde has been dropped from the notation for 

simplicity. 
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4.4.4 Final System of Equations 

The final system of algebraic equations is obtained as the stationary con­

ditions of the functional IIHE (4.39), after introducing into its expression 

the approximate field variables u, it and p, as defined in equations (4.47), 

(4.52) and (4.53), respectively. 

As the functions ukl and Pkl are singular at the boundary nodes a new 

domain 0' is defined from 0 by excluding the singular points, as shown 

in figure 4.2. Parts of small spheres (circles in two-dimensions) of .radius t, 

centred at the boundary nodes, are then removed from 0 to generate the 

domain 0' . Consequently in the limit, when t tends to zero, the domain 

0' also tends to 0 including all its boundaries, i. e., 

when e --+ 0 then: 

0' --+ 0, r'--+r, r~--+r", r~ --+ rp 

where r', r~ and r~ are the boundaries in the new domain Of corre-

sponding to the original boundaries, r, r" and rp defined in O. 

By applying these limit considerations it is possible to write the func-

tional (4.39) as 

Now the approximate variables u, it and p, from equations (4.47), (4.52) 

and (4.53), are introduced into the last expression. This yields 
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Boundary r' (r~ + r~) 

Domain 0' 

r' u 

Figure 4.2: Domain 0' and boundary r' 

where p is the vector of prescribed tractions at a point on the boundary 

and b is the vector of body forces at a point in the domain. 

The last integral in equation (4.56) vanishes due to the type of approx-

imation used for the displacement in the domain as it will be explained in 

what follows. 

As a consequence of the approximation used for the internal displace-

ment (4.47), the stress tensor at an internal point x - O";Ax) - can be 

written in terms of the stress tensor at x in the infinite domain when sub-

ject to the action of the fictitious sources /k (k = 1,2, ... , 2N). If the stress 

tensor at x due to one component /k is denoted by O";f(x) then one has 

(4.58) 

in which k = 1,2, .. , 2N and the summation convention is implied III 

relation to the k index. 
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The integral under consideration can then be expressed as follows: 

f (Tij j Ui dO = f (TiJ~]' /k Ui dO }Ol t 101' 
(4.59) 

Because the fundamental solution Ukl(X) satisfies the equation (4.40) in 

the domain 0 00 it also satisfies the equilibrium equation in term of stresses 

(4.2), and this means that in 0' the following equilibrium condition is ful-

filled: 

(T~~.= 0 
'].] 

III 0' ( 4.60) 

because the load /k acts outside the domain 0'. 

Finally by taking this result into equation (4.59) it becomes 

f (T'" U· dO - 0 Jo.I '3,J' -
(4.61) 

and the value of the integral has been proved to be zero. 

If equation (4.57) is rearranged and, in addition to that, if the constant 

terms are taken out of the integral sign one obtains 

The following definitions are now introduced: 

F = lim i U* p*T elf (4.63) 
...... 0 r' 

G lim i U* 'l1T df (4.64) 
., .... 0 r' 

L = lim i q; ~T df = i 'l1 ~T elf (4.65) 
...... 0 r' r 

p = lim 1 ~ Ii df = 1 ~ Ii elf (4.66) 
...... 0 r~ rp 

B = lim 1 U* b dO (4.67) 
...... 0 0' 



www.manaraa.com

101 

In the cases of matrices Land P there are no singularities and hence it is 

possible to write, instead of the limit when c; tends to zero of the integral 

over f', simply the integral over f, as it has been indicated. 

By taking these definitions into the expression for the functional its 

matrix form results in 

(4.68) 

The first variation for llHE will now be obtained by taking variations 

in equation (4.68) with respect to the unknown parameters which are the 

components of the vectors "'{ , u and p, i. e., 

bllHE = ~ (h)TF "'{ + ~ "'{TF b"'{ - (Op)TGT"'{ - pTGTO"'{ + 
T T T- T (op) Lu+p Lou-(ou) P-(O"'{) B (4.69) 

The functional llHE is a scalar and so are all the terms in the last 

expression. This property can be used together with the symmetry of the 

matrix F (see proof in section 4.4.7) to recast OllHE as 

bllHE = (O"'{)T (F "'{,.... G p - B) + OpT (_GT "'{ + L u) + 

(ouf (LTp_p) (4.70) 

The stationary conditions for llHE can now be found by setting to zero 

its first variation. As this must be true for any arbitrary values of o",{, bu 

and op one obtains the three following matrix equations: 

_GT "'{ + L u = 0 

(4.71) 

(4.72) 

(4.73) 



www.manaraa.com

102 

The approximate solution of the problem is the solution of the above 

system of equations because it makes the functional nHE stationary. 

Now the unknowns "y and p will be expressed in terms of u to obtain a 

final equation involving only the boundary unknown u, as follows: 

The matrix G T is a non-singular square matrix, hence it is invertible 

and "y can be obtained from equation (4.72) as 

(4.74) 

which taken to equation (4.71) produces a expression for p, i. e., 

(4.75) 

The final matrix equation for the solution of the problem is found by 

replacing"Y and p from equations (4.74) and (4.75) into (4.73) as shown: 

'where 

Ku-Q=O 

K = RTFR 

R = (GTtlL 

Q = P+RTB 

(4.76) 

(4.77) 

(4.78) 

(4.79) 

It is possible to conclude from equation (4.76) that this hybrid displace­

ment boundary formulation leads to an equivalent stiffness approach: the 

matrix K may be viewed as a symmetric boundary stiffness matrix and the 

vector Q as a consistent load vector. 

The symmetry of the matrix K will be proved in section 4.4.7. 
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Notice that the unknown u is defined on the boundary only and the 

stiffness matrix K is computed by performing exclusively boundary inte­

grations. 

The other primary unknowns - "y and p - can be computed from the 

boundary displacement u. 

4.4.5 Solution on the Boundary 

Boundary Displacements: 

The solution of the system of algebraic equations (4.76) produces the 

vector of nodal displacements, u. 

Boundary Tractions: 

The tractions at the boundary nodes can be evaluated by taking the 

solution for boundary displacements into equation (4.75), i. e., 

p = G-1 F (G-1f L u - G-1 B (4.80) 

4.4.6 Solution at Internal Points 

Displacements at Internal Points: 

After having solved equation (4.76) the vector "y can be obtained from 

(4.74) and the I component of the displacement vector at a point x inside 

the domain n - uint(x) - can be computed by using expressions (4.46) as 

follows: 

xcn (4.81 ) 
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Stresses at Internal Points: 

A component of the stress tension at an internal point x - a:;t( x) - can 

be found through equation (4.58) which is repeated here for completeness: 

a;j(x) = aij(x) 'Yk xd1 (4.82) 

4.4.7 Symmetry of the Stiffness Matrix 

One of the convenient features of this hybrid boundary formulation is the 

symmetry of the resulting stiffness matrix while the stiffness matrices ob-

tained from the classical boundary elements are not symmetric, unless an 

artificial symmetrization is enforced [64, 73, 80] 

The stiffness matrix K is defined by equation (4.77) which is repeated 

herein: 

( 4.83) 

From this relationship it is possible to state that the symmetry of matrix 

F implies the symmetry of K. In consequence of that the efforts now will 

be concentrated in proving the symmetry of matrix F which is defined by 

equation (4.63). Hence an entry of F - fro - is given by the following 

relationship: 

where 

r = 2i - 2 + k 

s = 2j - 2 + I 

(4.84) 

(4.85) 

(4.86) 

and uk:" IS the fundamental displacement III m direction due to a unit 

load in the k direction applied at the node i. Similar notation is used 
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for P;~j k, 1, m = 1,2 for two-dimensional and k, 1, m = 1,2,3 for three-

dimensional bodies. Since i and j vary from 1 to N, rand s have a range 

of 2N or 3N in 2-D or 3-D problems, respectively. 

In order to prove the symmetry of the matrix F two different loading 

conditions should be considered for the same infinite body. The first one, 

here called loading i, corresponds to a concentrated unit load acting at the 

boundary r at the point i in the k coordinate direction. In the second 

loading, designed as loading j, the unit load acts in the 1 direction at the 

boundary node j. 

The basic equations in section 4.2 are valid for these situations. Thus, 

as elastic properties are the same for both cases, the symmetry of the elastic 

constants tensor implies: 

(4.87) 

where the superscripts rand s are defined in equations (4.85) and (4.86). 

For loading i the strain-displacement relationship (4.1), according to the 

current notation, is written as 

(4.88) 

and similarly for the loading j 

*3 1 (au~~ au~:) 
f.mq =-2 -a +-a 

Xq Xm 
(4.89) 

Since the stress tensor is symmetric, if the last two expressions are 

brought into equation (4.87) this can be written as 

a .j a .i 
.r U'm ... Ukm 

qmq-a = qmq-a 
Xq Xq 

(4.90) 
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This equation is then integrated over the domain Of and both terms 

integrated by parts to produce: 

(4.91) 

According to the definition of Kelvin's fundamental solution and because 

the domain Of does not include the source point, for both loadings, it is 

possible to state that inside the domain Of the following relations hold: 

d -os 0 an Umq,q = (4.92) 

By substituting these results into expression (4.91) and using equation 

( 4.4) one obtains 

(4.93) 

Which taken to the limit when e tends to zero results in 

(4.94) 

This last expression, according to equation (4.84), means that matrix F is 

symmetric, i.e., 

(4.95) 

Finally it is possible to conclude that the stiffness matrix K is symmetric 

once the symmetry of F has been proved. 
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Chapter 5 

Numerical Aspects in 

Elastostatics Problems 

5.1 Introduction 

This chapter is concerned with the computer implementation of the hybrid 

displacement boundary element formulation presented in chapter 4. The 

case of two-dimensional problems will be considered, for simplicity. Simi­

lar considerations could be used in the implementation of the formulation 

for the three-dimensional case, although some additional work would be 

required. Special attention is dedicated to the treatment of some singular 

integrals which appear in the generation of the matrices F and G. 

In order to obtain the final algebraic system of equations, which will 

produce the solution of the problem, the matrices F, G, L and the vectors 

P and B, defined in chapter 4, have to be evaluated. The definitions of 

those matrices and vectors (except vector B) involve boundary integrals. 
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For their numerical evaluation, the boundary needs then to be subdivided 

into elements. 

Over each of these elements, the independent boundary variables -

boundary displacements and tractions - are approximated in terms of in­

terpolation functions and nodal values of these variables. This results in 

the kind of approximation shown in equations (4.52) and (4.53). 

The nodes are points over the element, which are usually chosen to be 

located at particular positions, such as the midpoint or the end points of 

the element. The number of nodes per element depends on the degree of the 

interpolation functions adopted. For example; one, two or three nodes have 

to be defined if the interpolation functions are constant, linear or quadratic, 

respectively. 

In this work, two types of approximation are used for the boundary 

variables. The first corresponds to the situation in which the displacements 

and the tractions are assumed to be constant along the element. In this 

case, the geometry of the element is approximated by a straight line. For the 

second type of approximation, the geometry and the two boundary variables 

are supposed to vary quadratically, resulting in the need for the definition 

of three nodes per element. These are chosen to be at the end points and 

at the midpoint of the element. The resulting element is accordingly called 

isoparametric quadratic element, following the well established terminology 

adopted by other numerical techniques (finite or conventional boundary 

elements). 

The singular integrals in the terms of matrices F and G are treated either 

by analytical procedures or by special numerical integration schemes. In 
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elastostatics problems, as in the potential case, the matrix F does not vary 

with the type of approximation for the boundary variables. It depends only 

on the fundamental solution adopted and on the geometry of the element. 

The matrix G in this approach is similar to the one that appears in the 

conventional direct boundary element method formulation. Therefore its 

evaluation, including the treatment of the singular integrals, follows the 

same lines as in the conventional boundary elements. 

The elements of matrix L and the vector P do not include any kind of 

singularity. For the constant element, they are simple to obtain directly, 

without the need for any type of integration. In the case of the quadratic 

element, some simple boundary integrations have to be carried out. A 

Gauss-Legendre quadrature formula may be applied for their computation. 

In this formulation, as well as in the classical boundary element method, 

the computation of domain integrals involves a major drawback. In prin­

ciple, the computation of such integrals requires a domain discretization, 

which demands a more elaborated input data. Some boundary element re­

searchers [77, 78, 84, 79] have studied the possibility of taking these domain 

integrals to the boundary, in such a way that the evaluation of integrals 

over the domain can be avoided. 

When body forces are present in the problem, the domain integrals cor­

responding to the coefficients of the vector B are given by the same domain 

integrals that have to be computed in the classical direct boundary element 

method. One can then take advantage of this fact and proceed as in the 

conventional boundary elements, when considering the body force integrals. 

The computation of matrix B is explained is section 5.7. 
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In this hybrid-displacement approach, the evaluation of the internal dis-

placements and stresses, when body forces are present, does not require the 

computation of any volume integral. In this case, internal displacements 

and stresses are then computed by applying the same expressions used in 

the case of zero body forces {chapter 4, equations (4.46) and (4.58)). 

Throughout this chapter the plane strain case is considered but plane 

stress problems can also be solved using the formulae presented. In order to 

do so it is only necessary to replace the elastic constants, Young's modulus 

E and Poisson's ratio v, by two equivalent values E' and v', which are given 

by 

V v'--­
l+v 

5.2 The Constant Element 

(5.1 ) 

This type of element can be used in problems whose solution along the 

boundary has a smooth variation. The problems should also have bound-

aries that can be reasonably approximated by straight lines. 

The boundary r is discretized into a series of straight elements where 

the displacements and tractions are assumed to be constant, i.e. 

on the element rk 

p on the element r k 

(5.2) 

(5.3) 

which are an specialization of equations (4.52) and (4.53) for the element 

rk ; k varies from 1 to N; N is the number of boundary nodes. 

The element's geometry is straight and defined by its end points herein 

called point(l) and point(2). See figure 5.1. 
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The homogeneous coordinate 7], defined in section 3.2 for potential prob-

lems is shown in figure 5.1. It will be used in the evaluation of the integrals 

which gives the elements of matrices F and G. 

7] = +1 

(2) 

7] =-1 
node 

(1) £/2 

Figure 5.1: Constant element 

5.2.1 Matrix F for Constant Elements 

The matrix F is a 2N X 2N square matrix and is defined in equation (4.63). 

It can also be written as a partitioned matrix, as shown below: 

F= (5.4) 

where Fij is a 2 x 2 submatrix that corresponds to a particular position of 

the source points i and j. The range for i and j is equal the total number 

of boundary nodes, N. 
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The submatrices pi are defined as follows: 

(5.5) 

and a generic entry of pi - It: - is expressed as 

(5.6) 

The indices k, 1, m = 1,2 denote matrix components whereas the subscripts 

i and j represent the position of the source points and have a range of N. 

The displacement components uk:.. of the fundamental solution for the 

plain strain case, corresponding to source point i, are given by 

(5.7) 

and the related traction components, when the source point is at j, are 

-1 [8ri 8ri 8ri 
( ).~ (1 - 2 v) bkm + 2 -8 -8 + 4 1r 1 - v r' vu Xk Xm 

(5.8) 

Note that ri and ri represent the distances between the field point and the 

source points which are located at nodes i and j in the expressions for u*i 

and p*i, respectively. 

Expression (5.6) can therefore be written as 

+ij 1· lr Co [(3 ) 1 ( i) c 8ri 8ri] Jkl = 1m -. -4v n r Uk m - -8 -8 
£-+0 r' rJ Xk Xm 
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where Co is a constant which depends on the elastic constants of the mate-

rial: Young's modulus E and Poisson's ratio v, as shown: 

1 
Co =------

327r2(1 - v)2 E 
(5.10) 

For the discretized boundary equation (5.9) becomes 

. . N 1 c [ . ari ari] fk1=L)im ~ (3-4v) In(r')c5l;m--a -a 
e=l e-O r~ rJ Xl; Xm 

{ [ a,J a,J] 8r; (8r; 8r;)} (1 - 2v) c5'm + 2 - -- - - (1 - 2v) - nm - - n, (5.11) ax, aXm an ax, aXm I 

where r~ is the element r e after excluding any singularities that may be 

present on the element, i.e. r~ is related to the domain nf. 

Depending on whether or not the sources i and j belong to the ele­

ment r e , the integrals in (5.11) can be singular. When they are located on 

the element, three different kinds of singularities occur. Consequently four 

different situations should be considered in the evaluation of the integrals, 

these are: 

• There are no source points on the element. 

• The source point i is located on the element. 

• The source point j is located on the element. 

• Both source points i and j coincide and are located on the element. 

The four situations will now be discussed separately. 

Case 1: Case for which there are no source points on the element under 

consideration. 
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The integral to be computed is regular and therefore can be expressed 

as 

{ [ ori or;] ori (ori ori)} (1-2v)6,m +2-- - - (1-2v) -nm - -n, ox,oxm on ox, oXm 
(5.12) 

Since the element is straight the derivative of ri with respect to the 

normal n, given by 

on r; 
(5.13) 

is equal to zero, due to the orthogonality between the vectors ri and 

n. The expression (5.12) then becomes 

[ ( ori or;)] (1 - 2v) - n, - - nm dr oXm ox, (5.14) 

A Gaussian quadrature formula can be applied to perform this in-

tegration numerically. As in the potential case, care must be taken 

for the case when any of the sources is close to the element under 

consideration. In this case more integration points should be used to 

guarantee accuracy, due to the proximity of the singularity. 

Case 2: Case for which only the source point i is located on the element 

under consideration. 

This situation involves the computation of an integral containing a log-

arithmic type of singularity and has already been discussed in chapter 

3, for the case of potential problems. 
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R· 'J 

J 

(boundary node) 

Figure 5.2: Source i located on the element 

The integral to be computed is given by equation (5.12) where ari / an 
should be taken equal to zero, due to the orthogonality; ri and ri 

are defined as in figure 5.2. 

In order to perform numerically the integrations a change from Carte-

sian to homogeneous coordinates is necessary. And, as it can be seen 

from expression (5.12), this case also involves non-singular integrals 

which can be evaluated without problems using Gaussian quadrature 

rules. 

Case 3: Case for which only the source point j is located on the element 

under consideration. 

In this situation, one needs to take into consideration what happens 

in the limit. To do so, the integration is performed over fj , and the 

result is taken to the limit as c tends to zero. To carry out with this 
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~) 
f'-

J 

J 

~ 
(1) ~ 
~ 

J 

(1) E 

~ f" 
J 

Figure 5.3: Source j located on the element 

procedure the boundary fj is subdivided into two parts such that 

(5.15) 

where ri is the straight part of fj and f" corresponds to the arc of 

radius c, centred at j (see figure 5.3). 

The integral along fj can be written as the sum of two integrals as 

follows: 

(5.16) 

Accordingly the integral to be computed, here denoted by Ill, is then 

I i 1· 1 Co [( ) 1 ( i) c ari ari] kl = 1m ----:- 3 - 4v n r Ukm - -a -a ,,-0 q rJ Xk Xm 
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{ [ ari ari] ari (ari ari) } (1 - 2v) 151m + 2 - - - - (1 - 2v) - nm - - nl aXI aXm an aXI aXm 
(5.17) 

. -j -j 
As arJ jan = 0 on r , the integral over r in equation 5.17, denoted 

-j 
by I kl , becomes 

-j lr 1 - 2v [ . ari ari 1 
Ikl = lim. 2( )2 E . (3 - 4v) In(r') t5km - -a -a . 

~-+O f' 3211" 1 - v r) Xk Xm 

(5.18) 

This integral corresponds to a Cauchy principal value and can be ob-

tained by applying Kutt's scheme [75, 76, 64] which utilizes finite part 

integration. Other alternative procedure is to transform the integral 

in such a way that it is converted into a regular integral plus a simpler 

Cauchy principal value that can be obtained analytically. 

The integral over r~ herein denoted by Ikl in equation (5.16) represents 

the jump or discontinuity in Iii when approaching the boundary. It 

will now be evaluated analytically, in what follows. 

From figure 5.4 it can be seen that the following relationships hold: 

ri = t: (5.19) 

ari 
cos(r1 , n) = -1 (5.20) = an 

t5r = -t: dO (5.21) 
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11 

r ___ -..y 

(boundary node) 

Figure 5.4: The boundary r e 

Substituting these relations into Ikl yields 

{ [ a,J or;] (or; a,J) } (1-2v)c5,m+2-- +(1-2v) -nm--n, dO 
ax, aXm Ox, OXm 

(5.22) 

The integrals Ikl (k, 1= 1,2) will now be written separately, i.e. 
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(5.24) 

where OJ is the angle between the element fj and the global coordinate 

aXIS Xl. 

After taking into account that (figure 5.4) 

8ri . 
-8 = cosO' 

Xl 
(5.27) 
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ori 
sinfi (5.28) = 

OX2 

orj 
cos 0 (5.29) = 

OXI 

ori 
sin 0 (5.30) = 

OX2 

nl - cos 0 (5.31 ) 

n2 sin 0 (5.32) 

and with Co given by (5.10), the integrations can be performed result-

ing in the following expressions: 

(1 - v)(l - 2v) tr [ 2 ] 
I:I = 16tr2 (1 _ V)2 E -(3 - 4v) In R;j + cos OR 

(1-v)(1-2v)tr. (?O) 
= Sill ~ R 

32tr2 (1 - v)2E 

c (1-v)(1-2v)tr[ . 2 ] ( ) 
I22 = 2( )2 -(3 - 4v) In Rij + Sill OR 5.33 

16tr 1 - v E 

In these expressions R;j is the distance between node i to node j and 

OR is the angle between the vector R;j and the Xl axis as shown in 

figure 5.4. 

Note: In all previous equations the indices i and j ( i,j = 1,2, ... , N) 

refer to the source points i and j and do not represent the Cartesian 

coordinate axis, which are there represented by k, 1 and m. 

Adding the results for Ikl and I~l yields in the limit the final value of 

the integral defined by (5.16), i.e 

I i Ie +I-i 
kl= kl kl U>·34) 
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Case 4 : Case for which both source points i and j coincide and are located 

on the element under consideration. 

This case occurs in the evaluation of the submatrices Fij when i is 

equal to j. See equation (5.4). 

Physical considerations can be applied in this case to avoid the treat-

ment of the resulting strongly singular integrals. Rigid body mo-

tion considerations will be used here to obtain the submatrices Fii. 

This technique is widely applied in the conventional boundary element 

method, to avoid direct computation of some terms [64, 65]. The com­

putation of the main submatrices Fii through this approach will be 

explained in section 5.6. 

5.2.2 Matrix G for Constant Elements 

The matrix G in this formulation is exactly equal to the matrix that mul-

tiplies the tractions in the classical boundary elements method, also called 

G by most authors [40, 64, 65]. 

The definition of matrix G is given by equation (4.64). Thus, in the 

case of constant elements, it is possible to write a generic entry of G, gpq, 

as 

in which 

gpq = lim f Uk~ df 
e .... oJr~ 

p = 2i - 2 + k 

q = 2e - 2 + I 

p,q = 1,2, ... ,2N 

k = 1,2 

1=1,2 

(5.35) 

(5.36) 

where i is the boundary node where the source point is located and e is 

the element where the integration is performed. In the computation of the 

matrix G, two situations should be considered: 
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i) Integration over elements which do not include the source point i. 

In this case, the integrals are not singular and can be performed either 

analytically or numerically. In this work, they have been computed 

using a Gauss-Legendre quadrature formula. 

ii) Integration over elements which do not include the source point i. 

According to the expression for the fundamental solution, the ele-

ments gpp and gp+1 p+1 (p = 1,3,5"", 2N - 1) of the inatrix G 

contain a logarithmic type of singularity. This is because in these 

cases, the element where the integral is evaluated includes the source 

point. Their analytical integration is simple and can be found in many 

BEM text books [40, 69, 64, 65]. For the sake of completeness they 

will be shown here together with the analytical integration for gpp+1 

and gp+lp, which do not include any singularities. 

Substituting the fundamental solution into equation (5.35), when p = 

q, gives 

Notice that ri is the distance between the field point x and the source 

point, both located on the element rio The source point coincides with 
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the node i which is the midpoint of the element r i (see figure 5.2). 

By geometric considerations (figure 5.2) one has 

8ri 
cos Oi 

8X l 
(5.37) 

8ri 
sin Oi 

8X2 
(5.38) 

Taking limits around the singularities and substituting the relations 

(5.37) and (5.38) yields 

li [ )( li) 2] gpp = E( ) (3 - 4v 1 - In - cos Oi 
871" 1 - v 2 

(5.39) 

li . 0 0 
gPP+l=gP+IP=87rE(1_v)sm iCOS i (5.40) 

fi [( ( li). 2 ] gP+lP+l=871"E(1-v) 3-4v) l-ln"2 +sm Oi (5.41) 

where li is the length of the element rio 

5.2.3 Matrix L for Constant Elements 

For a constant element the matrix L is a 2N x 2N diagonal matrix given 

by 

L= (5.42) 

where fk (k = 1,2, .... , N) are the element lengths. 
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No integrations have to be carried out in this case (i.e. for constant 

elements) and the operations involving this matrix are very simple. 

5.2.4 Load Vector for Constant Elements 

The load vector Q is defined by equation (4.79), i.e. 

(5.43) 

where P, Rand B are given by formulae (4.66), (4.78) and (4.67). 

It will be assumed here that the prescribed tractions over the element 

-k r k are constant. The vector of prescribed loads on the element Q can then 

be directly obtained by the following equation 

(5.44) 

where p~ and p~ are the average or constant prescribed tractions in the 

directions of the coordinates on the element l'k. 

For problem with no body forces, the vector B is the null vector and 

hence the vector of equivalent nodal loads Q is equal to Q. 

The evaluation of the vector B in the case of non-zero body forces will 

be treated in section 5.5. 

5.3 The Quadratic Element 

In engineering practice, it is important to solve problems that involve the 

bending of elastic bodies. In such cases, and in other elastic problems, 
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the displacement and tractions can vary rapidly along the boundary. The 

approximation of those variables by quadratic or higher order functions is, 

therefore, important to assure the accuracy of the solution. 

In this section, the computer implementation of the hybrid displacement 

boundary element formulation will be described for the case of isoparametric 

quadratic elements. 

The utilization of quadratic elements is also important when dealing 

with curved boundaries, as in such cases it is not possible to have a good 

approximation for the boundary, with lower order elements. 

The standard quadratic finite element type interpolation functions are 

used here to interpolate the displacements and tractions - u and p - over 

the element, in terms of nodal values. Hence 3 nodes per element must be 

defined and these are chosen to be the two end points and the midpoint of 

the element. 

Accordingly, the displacement vector over the element is approximated 

by 

u 1 
1 

u l 
2 

U~{ U1 } ~ [ :' 0 'P2 0 'P3 

:, 1 
u2 

I 
(5.45) 

U2 'PI 0 'P2 0 u2 
2 

u3 
I 

where u~ is the i component of the displacement vector at the node k on 

the element, (k = 1,2,3). Notice that, for simplicity, uf is written without 

the tilde, which denotes boundary. The interpolation functions 'Pi have 

been defined in terms of the homogeneous coordinate '1 in chapter 3. They 
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are repeated here for completeness: 

(5.46) 

The element is isoparametric and, as such, its geometry is also approx-

imated by the same interpolation functions !Ph !P2 and !P3. The global 

coordinates of a point on the element, Xl and X2, can be expressed as: 

Xl 
I 

Xl 
2 

{ :: } = [ :' 
0 !P2 0 !P3 ;,] x2 

I 

!PI 0 !P2 0 X2 
2 

(5.47) 

X3 
1 

x3 
2 

where x~ is the coordinate Xi of node k on the element (k=1,2,3). 

When pedorming the boundary integrals, there is the need for a change 

of variables because the integral is defined along the boundary r and the 

shape functions are given in terms of 1]. The Jacobian of the transformation 

of variables, from r to 1], which was given in section 3.3, is: 

dI' 
J =­

d1] 

and can be expressed in terms of nodal Cartesian coordinates as: 

(5.48) 

{ 2 2}1 
J = [(X~ - 2x~ + X~)1] + ~(X~ - xD] + [(X~ - 2x~ + X~)1] + ~(x~ _ X~)] 2 

(5.49) 
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Now the evaluation of the matrices F, G, L and the vectors P and 

B, which are necessary for the numerical solution of the problem, will be 

discussed. 

5.3.1 Matrix F for Quadratic Elements 

The matrix F, which is used to compute the boundary stiffness matrix 

K, does not depend on the type of approximation used for the boundary 

variables u and jj. It varies with the geometry of the element and with the 

type of fundamental solution adopted. In this work, the Kelvin fundamental 

solution is used for both the constant and the quadratic element. Therefore 

the differences in the matrix F, between the two cases, is only due to the 

differences in the geometries of the element. 

The considerations in section 5.2.1 for the constant element, up to equa-

tion (5.9), are valid for the quadratic element as well. Thus a generic coef­

ficient Ri of the submatrices Fij of F is given by 

Ne 1 c [ a i a i] ij . 0 i r r 
fkl = L:hm -:- (3 - 4v)lnr Dkm - -8 -8 

e=l e_O r~ r 1 Xk Xm 

in which N e is the number of boundary elements; the boundary r~ is the 

boundary corresponding to the element re in the domain 0' The subscripts 

i and j mean that the unit loads are applied at the boundary nodes i and 

j, i.e. i and j correspond to source points. 

The location of these source points in relation to the element over which 

the integration is being performed, defines the type of integral to be treated. 

In fact, it can be seen from equation (5.9) that the source point i produces a 
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logarithmic type of singularity when the source point i and the field point x 

over the element coincide, namely when ri = o. There is another singularity, 

of the type 1/1ril, due to the source point at the node j. A third kind of 

singular integral also occurs when both source points i and j coincide, and 

this is stronger than the other previous two singularities. 

These four different types of integrals, which happen depending on the 

position of the source points, will now be treated in detail. Five distinct 

cases should be considered, as follows: 

Case 1: Integration over the element r e which includes neither source point 

i nor source point j 

All the functions to be integrated are well defined, thus no singularities 

occur in this situation. There is no need for any limit consideration 

and the integral to be evaluated can then be written as 

1 Co [ . ori ori] -. (3 -4v)lnr'Sr.m ---
r. rJ aXk aXm 

{ [ ori ori] ori (ori or;) } (1-2v)S'm+2-- --(1-2v) -nm--n, ox, oXm On ox, oXm 
(5.51) 

where i,j ¢ rk , and the variables involved are depicted in figure 5.5. 

A standard Gauss-Legendre quadrature rule giving accurate results 

can be applied in this case. When any of the sources i and j, or 

both of them, are close to r k the integrand varies rapidly with the 

distances from the sources to the element. The number of integration 

points should, therefore, be chosen carefully by testing the conver-

gence of different numerical integrations. After carrying out a series 
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J 

n 

Figure 5.5: Both sources i and j outside the element 

of tests, it was found that twelve integration points were sufficient, if 

the distances between the source points and the nearest point on the 

element is greater than the distance from the mid node to the end 

point closer to it. 

Case 2: Integration over the element re which illcludes only the source 

point i. 

In this case, the integral involves a logarithmic singularity which is 

weak and hence the integral is well defined. The integral to be com-

puted in this case is expressed as 

where i E re and the variables involved are shown in figure 5.6, for 

this particular situation. 
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r' e 

n 

x 

J 
(boundary node) 

Figure 5.6: The element includes the source point i 

The logarithmic terms can be integrated by an appropriate scheme 

such as a logarithmic Gaussian quadrature formula (67] or the scheme 

proposed by Telles [68]. The other nonsingular terms can be integrated 

as in case 1. 

Case 3: Integration over the element r e which includes only the source 

point j. 

Now limit considerations have to be taken into account, because the 

integrand contains singular terms when e tends to zero. The integral 

whose value has to be computed is 

In order to perform the integration, the boundary r~ is subdivided 

into two parts (figure 5.7): 
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f' e 

0. 

Figure 5.7: The element includes the source point j 

- The first one is the boundary corresponding to f e after excluding 

the singularity; here it is denoted by r. 

- The second part is the arc fe, as depicted in figure 5.7 where the 

source point j is shown to coincide with the midpoint of the element. 

This point j may as well be located at the end nodes. 

It is then possible to write 

.:Jkl = .:J kl + .:Jkl (5.54) 

where 

q l' fr Co [( ) 1 ; ~ or; or;] 
.Jkl = 1m -. 3 - 4v n r Vlcm - ---

e-O r~ rJ OXk OXm 

{ [ 0"; 0";] 0"; (ori ori)~ (1-2v)6,m +2-- --(1-2v) -nm--n, 
OXI OXm on OXI oXm 

(5.55) 
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- lr Co [ . ori ori] J kl = lim -. (3 - 4v) In r'h"km - ~~ 
E-O r r' UXk uXm 

{ [ 0"; 0"; ] 0"; (0"; o,.;)~ (1 - 2V)h"lm + 2-- - - (1 - 2v) -nm - -n, 
ox/oxm on OX, oXm 

(5.56) 

and 

E I· 1 Co [( ) lie ori ori] Jkl = 1m -. 3 -4v nrokm - ~~ 
e-+O r~ r' UXk UXm 

{ [ 0"; or;] 0"; (0"; o,.;)~ (1 - 2v)6/m + 2-- - - (1 - 2v) -nm - -n/ 
OX, oXm on OX, oXm 

(5.57) 

Integration over r 

In expression (5.56) the only singular term is the one that involves 

1 ( 0"; {},.i) - -n ---n, 
r; OX/ m oXm 

(5.58) 

and whose integral has a Cauchy principal value, since the expres-

sion inside the parenthesis changes sign across the point j. When the 

source point j is located at an extreme node of the element, one must 

match two adjacent elements to obtain the principal value. The inte-

gration of all the other terms can be handled accurately by a Gaussian 

quadrature scheme, as in case 1. 

Integration over r e 

According to the position of the source point j on the element, two 

different cases can occur: 

i) j is at one of the end nodes of the element. 
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i (boundary node) n 

Figure 5.8: Singularity j at an end node 

From figure 5.8 one can establish the following relations: 

ri = f (5.59) 

nl = -cosO (5.60) 

n2 -sinO (5.61) 

ari 
cosO (5.62) 

aXl 
ari 

sinO (5.63) = aX2 
ari 

cos Oi (5.64) aXl 
ari 

sin Oi (5.65) 
aX2 
ari 

-1 (5.66) an 
df = -fdO (5.67) 

These relations should then be inserted into formula (5.57), which 

after being integrated and taken to the limit yields the final expression 

for the computation of 3 k1 , as shown below: 
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:It 1 = ~O {2 [-(3 - 411) In RlJ + cos2 OR] 

[4(1 - lI)a - sin(20e ) + sin(20e + 2a)] + 

sin(20R)[cos(20e) - cos(20e + 2a)]} . (5.68) 

:lt2 = ~o {2 [-(3 - 411) In ~j + cos2 OR] 

[cos(20e) - cos(20e + 2a)] + 

sin(20R ) [4(1 - lI)a + sin(20e) - sin(20e + 2a)]} (5.69) 

:1;1 = ~o {2 [-(3 - 411) In Rij + sin2 OR] 

[cos(20e) - cos(20e + 2a)] + 

2sin(20R) [2(1- lI)a - sin(20e) + sin(20e + 2a)]} (5.70) 

:1;2 = ~o {2 [-(3 - 411) In Rij + sin2 OR] 

[4(1 - lI)a + sin(20e) - sin(20e + 2a)] + 

sin(20R)[COS(20e) - cos(20e + 2a)]} ; (5.71) 

where ~j is the length of the vector R that goes from the source 

point i to the source point j; OR is the angle between Rij and the Xl 

direction; Oe is the angle between the tangent to the element whose 

node 1 coincides with j; a is the angle between the two elements at 

j (see figure 5.8) and 
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Figure 5.9: Singularity j at the mid node 

ii) j is at the mid node of the element. 

The expression for the integral .J{, can be found by replacing the angle 

a by 1f' into the corresponding formulae for case i. See figure 5.9. The 

integrals .Jkl (k, I = 1,2) can then be expressed by: 

e (1-V)(1-2V)1f'[ 2] 
.111 = 1611"2(1 _ V)2 P. -(3 - 4v) In R;j + cos ()R (5.72) 

(5.73) 

(5.74) 

which are the same expressions found for the constant element. 

Case 4: Integration over the element r e including two source points, i and 

j, which ~re non-coincident. 

According to the relative position of the source points on the element, 

six different possibilities should be considered in this case, as shown 

in figure 5.10. 
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J J 

J Tj = +0.5 
Tj = 0.0 

Tj = -0.5 
t 

i 

J Tj = +0.5 

Tj = 0.0 

Tj = -0.5 
J J 

Figure 5.10: Both singularities i and j occurring on the same element 

In all these cases two different types of singularities occur on the same 

element. One singularity is due to source i, which is of a logarithmic 

type; the other, which is due to source j, is similar to the singularity 

studied in case 3. 

It is possible to avoid the integration of two simultaneous singulari­

ties by subdividing the element into two parts, as it has been done 

in chapter 3 for potential problems. To choose the point where the 

element should be split apart, namely the value of Tj (see figure 5.10), 

the accuracy and convergence of the singular integrations have to be 

tested because of the proximity of the other singularity. 

In the part of the element which includes the source point i, the 

integration should be performed as in case 2. The situation in which 

the source j is included should be handled as in case 3. 
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Case 5: Integration over an element having two source· points i and j, 

which are coincident. 

This case occurs in the computation of the main submatrices :pi of 

the matrix F. 

The rigid body motion technique, which will be explained in section 

5.6, can be applied to evaluate :pi, therefore avoiding their direct 

computation. This physical consideration can be used in exactly the 

same way for the two types of element studied in this chapter, namely 

the constant and the quadratic elements. 

In this hybrid-displacement approach, the evaluation of the internal dis-

placements and stresses when body forces are present does not require the 

computation of any volume integral. Internal displacements and stresses are 

then computed by applying expressions (4.46) and (4.58), respectively, in 

the same way they would have been evaluated if there were no body forces. 

5.3.2 Matrix G for Quadratic Elements 

Notice that there is a 2 X 6 submatrix ge in matrix G corresponding to each 

position of the source point i on the boundary and to each element r e' This 

is given by 

ge = 1 [Ui~ Ui~ 1 [4>1 
I'. u*' U*' 0 A.1 11 12 'I' 

o 

The integrals to be evaluated have the form: 

o 

4>2 
o 1 dr 

4>3 
(5.75) 

(5.76) 
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Due to the singularity in the fundamental solution, when the element 

includes the source point i, two distinct procedures should be followed in 

the computation of G, as it will now be described. 

i) Integration over an element which does not include the source point i. 

All the integrals to be computed in this case are regular. Their eval­

uation is then a simple task which is achieved by adopting a proper 

numerical integration scheme. A Gauss-Legendre quadrature formula 

can be applied successfully. 

Whenseleding the number of integration points, it is important to 

consider the influence of the proximity of a singularity. This situa­

tion occurs when the source point i is close to the element where the 

integration is being performed. 

ii) Integration over an element which includes the source point i. 

The evaluation of the submatrices G now involves non-singular and 

also singular integrals. The singularity is of the logarithmic type; 

as such, the numerical computation of the singular integrals can be 

performed by applying a suitable scheme [67, 68]. The non-singular 

integrals may be computed by a Gaussian quadrature rule without 

any special consideration. 

These submatrices are then conveniently assembled to generate the whole 

matrix G. 
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5.3.3 Matrix L for Quadratic Elements 

Following the definition of the matrix L given by formula 4.65, in the case 

of quadratic elements, to each element f e corresponds a symmetric 6 x 6 

sub matrix £e defined as 

<Pi 0 <Pl<P2 0 <Pl<P3 0 

<P~ 0 <Pl<P2 0 <Pl<P3 

<P~ 0 <P2<P3 0 ce=fr df (5.77) 
r. 

<P~ 0 <P2<P3 

<P~ 0 

<P~ 

The integrals to be computed are all regular and can be easily obtained. 

Matrix L is then found by properly assembling these submatrices, taking 

into account the connectivities of the elements. 

5.3.4 Load Vector for Quadratic Elements 

Formula (4.79) states that the load vector Q is given as a summation of two 

parcels: one due to the prescribed tractions and the other related to body 

forces, i.e. 

(5.78) 

where P is due to the prescribed tractions and is defined by equation 4.66. 

The last term on the right-hand side represents the contribution of the body 

forces. 

According to equation (4.78), vector R is given by 

(5.79) 
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In secti()n 5.5 procedures to evaluate the vector B will be described. 

The computation of the vector P will now be presented. 

The boundary tractions are assumed to vary quadratically. It will be 

supposed that the prescribed tractions can also be represented through the 

quadratic interpolation functions q,i, which are used to approximate the 

boundary displacements and traction, i.e. 
e 

-1 PI 
-1 P2 

p={:}=[: 0 q,2 0 q,3 :] -2 PI <pT -= Pe 
q,1 0 q,2 0 -2 P2 

(5.80) 

-3 PI 
-3 P2 

in which p is the vector of prescribed tractions at a point on the boundary; 

lit denotes the 1 component of the prescribed traction at the node k (k = 

1,2,3) on the element. 

Equation (5.80) is now taken into consideration to define vector P, in 

expression (4.66). The contribution of an element fe to the vector of equiv­

alent prescribed tractions, P, can therefore be evaluated as 

(5.81) 

where Ii! (i = 1,2,3) represents the contribution of the element fe to the 

vector of equivalent prescribed tractions at the node i on the element. 

The contribution of two adjacent elements should be added when assem­

bling the contribution of all the elements to generate P. 
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Observe that the integmls in (5.81) have already been computed when 

evaluating matrix L. 

5.4 Computation of the Submatrices :pi 

The coefficients f~i of the main submatrices pi corresponds to the main 

diagonal and its neighbour terms in matrix F , according to the following 

identities: 

Iii 
11 = Fpp (5.82) 

Iii 
12 = FpP+l (5.83) 

Iii 
21 = F p+1p (5.84) 

pi 
22 = F p+1p+1 (5.85) 

where p = 2i - 1 and i is the number of the boundary node where the unit 

source is located. Therefore as i = 1,2,3, ... , N, p = 1,3,5, ... ,2N - 1. 

By assuming a rigid body translation in the direction of one of the Carte-

sian coordinate axis, the tractions and body forces are zero and, therefore, 

the vector Q is the null vector. Equation (4.76) then becomes 

Klq =0 (5.86) 

Where Iq is a vector that for all nodes has unit displacement along the q 

direction (q = 1,2) and zero displacement in any other direction. 

Taking into account that 

it is possible to write 

(5.87) 
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and also, since RT is non-singular, 

FRI9 =0 (5.88) 

If two different translations are supposed to occur, in the direction of 

the two coordinate axis, expression (5.88) produces 2N algebraic equa­

tions. These equations when solved give the 2N unknown coefficients, 

Fpp FppH F p+1p F p+1PH (p = 1,3,5, ... ,2N -1), which correspond to 

the submatrices pi. 

Note: 

In chapter 4 it has been proved that the matrix F is symmetric. If the 

pi coefficients were evaluated by the integrals that define the elements of 

the matrix F, they would not have finite values. Since this is the result 

of the hypothesis of concentrated fictitious loads (which is a mathematical 

idealization), it seems reasonable to apply a physical consideration for their 

evaluation. The consideration of rigid body motion produces finite values 

for these coefficients. This reasoning is similar to the one that considers 

only the "finite part" of hyper singular coefficients in some formulations 

[92]. 

When rigid body considerations are implemented in computer code, non­

symmetric submatrices pi will appear in general. This fact would destroy 

the symmetry of the stiffness matrix, which is a useful characteristic of this 

hybrid formulation. Fortunately, however, the symmetry of the matrix F 

can be imposed together with the rigid body translation properties, by a 

least squares procedure. A symmetric stiffness matrix is then obtained and 

the formulation can represent a rigid body movement in a least square sense. 

It is important to point out here that the solution is very stable and does not 
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appreciably change by imposing the symmetry conditions in the coefficients 

of the submatrices in the diagonal of the matrix F. It is important to point 

out that all the coefficients of matrix F which are computed via integrations 

are symmetric, as expected. 

In order to check whether the model represents properly rigid body 

movements after the imposition of the symmetry condition, the eigenvalues 

and the eigenvectors of the stiffness matrix have been investigated for many 

different cases. All the results have shown that the model can properly 

represent those movements. Even the rigid body rotation mode; which is 

not explicitly imposed, is satisfied. 

5.5 Body Forces 

In practice many engineering problems present non-zero body forces. The 

most commonly encountered are gravitational, thermal and centrifugal loads. 

For those cases, the vector B which defined in equation (4.67) should be 

computed. 

Each component Bm of B corresponds to the application of a unit load 

at the node i in the direction k, with m = 2i-2+k. This unit load produces 

the fundamental displacement uk}' Consequently the Bm component is given 

by the volume integral shown below: 

(5.89) 

It can be recognized by the definition of B that this vector also appears 

in the classical direct boundary element method formulation [40, 64, 65]. 
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There, as in this hybrid formulation, it corresponds to the domain integrals 

related to body forces. 

The direct computation of these domain integrals can be done numeri­

cally by dividing the domain into cells as shown in chapter 3, for potential 

problems. The internal cell integrals can be satisfactorily computed by a 

numerical integration formula or, in some simple cases, analytically. An 

interesting alternative is to employ the semi-analytical integration scheme 

which has been proposed by Telles and Brebbia in reference [80]. 

The transformation of the domain integral into a boundary integral is 

possible when the body force is derivable from a scalar potential whose 

Laplacian is at most a constant. Fortunately such is the case of the body 

forces most commonly encountered in practice: constant gravitational loads. 

The cases of centrifugal forces due to a fixed axis of rotation and of an elastic 

body under a steady state temperature potential can also be handled in 

a similar manner. This procedure has been applied by several boundary 

element researchers [35, 78, 79]. 

Whenever possible, the direct evaluation of the domain integrals should 

be avoided. Since it requires the subdivision of the domain into internal 

cells, a large effort in data preparation is needed. Furthermore the com­

putation of the domain integrals itself consumes a considerable amount of 

computer time. 
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5.5.1 Transformation of the Domain Integrals into 

Boundary Integrals 

The approach followed in this section uses the Galerkin tensor, correspond­

ing to the Kelvin fundamental solution, to take the domain integrals to the 

boundary. This unified procedure can be applied in those cases where the 

body force is derivable from a scalar potential whose Laplacian is at most a 

constant. These are the cases of constant gravitational loads, thermal loads 

due to a steady state temperature field and centrifugal loads corresponding 

to the rotation about a fixed axis. 

The integral to be converted into the boundary is 

(5.90) 

Suppose that the body force components b, can be obtained from a 

potential function t/J such that 

ot/J b,=­ox, 
where the potential function t/J has a constant Laplacian, namely 

Substituting (5.91) into the domain integral (5.90) gives 

which can be written as 

(5.91) 

(5.92) 

(5.93) 

(5.94) 
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By applying the divergence theorem in the first integral, it is possible to 

write 

Bi = { ?jJ uki n, dr - ( ?jJ :ukj dO 
1r 10 UXI 

(5.95) 

where n, is the direction cosine of the normal n to the boundary r with 

respect to the XI axis. 

The domain integral in (5.95) can also be taken to the boundary by 

using the Galerkin tensor GId to express uki as shown: 

.. i G 1 G 
ukl = kl,jj - 2(1 _ 11) kj,lj (5.96) 

The Galerkin tensor [92, 82, 34] for two-dimensional problems is given 

by 

1 '2 (1) Gkl = -8 (r') In --:- Old 
1rP. r' 

(5.97) 

A remark must be made here. The fundamental solution which is gen-

erated by substituting the Galerkin tensor (5.97) into equation (5.96) is 

Ukl = 81r(1 ~ 1I)p. [ (3 - 411) In (;) Okl -

( 7 - 811) 
-2- Okl + r,k r,l] (5.98) 

This equation differs from the previous fundamental solution by a constant. 

This difference may be interpreted as a rigid body translation , and as 

such, should not affect the final results. Nevertheless, to be consistent, the 

fundamental solution given in equation (5.98) will be used when applying 

the Galerkin tensor to take the domain integrals to the boundary. 

Substituting (5.96) into the domain integral in equation (5.95), after 

further manipulations, yields: 
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Green's second identity [66] can be conveniently applied, together with 

expression (5.92), to rewrite equation (5.99) as 

1 - 2v {f 
2(1 _ v) lr G""" t/J,j nj elf -

£ G"",'j t/J nj elf - Ko £ G"" n, elf} (5.100) 

Now taking equation (5.100) into (5.95) gives the component B; in terms 

of boundary integrals only, as follows: 

f· 1- 2v f 
lr t/J ukj n, elf + 2(1 _ v) { lr G""" t/J,j nj elf-

£ G"",'j t/J nj elf - Ko £ G"" n, elf } (5.101) 

According to the type of body force under consideration the appropriate 

expressions for t/J and Ko should be substituted in the above equation. As 

an example, the case of gravity loads will be shown here. 

Gravitational loads 

In this case the potential t/J is given by 

(5.102) 

hence its Laplacian is a constant, i. e. 

(5.103) 

where p is the mass density and 9 is the gravitational acceleration, here 

supposed to act in the X2 direction. Both are assumed to be constant. 

After substituting the proper expressions for t/J and Ko into equation (5.101), 

the domain integral associated to a constant gravitational field can be writ-

ten as 
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(1-2v)pg f 
1611" v(l _ v) ir (r,k n2 - X2 r,k nj) df (5.104) 

The cases of a thermal loading due to a steady-state temperature field 

and the body force resulting from a constant rigid body rotation about a 

fixed axis could be similarly treated. These cases are presented in detail in 

references [79, 64, 65]. 
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Numerical Applications 

6.1 Introduction 

The hybrid-displacement boundary element formulation, which has been 

proposed in the earlier parts of this w,ork, is a novel numerical technique. 

Several problems in two-dimensional potential and elasticity theories have 

been solved to demonstrate its feasibility and accuracy. Some of these so­

lutions will be presented in this chapter and their accuracy will then be as­

sessed by comparing these numerical results to analytical solutions. Hybrid 

boundary elements results are also compared to numerical results obtained 

by the conventional boundary element method. The performance of the 

new approach can then be compared against the performance of the con­

ventional BEM;, which has already been proved to be efficient and accurate. 

The convergence of the hybrid-displacement method has also been demon­

strated numerically and the results are shown for some of the cases studied 

in function of an error norm. 
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In order to study the convergence of the solution the following error 

norm is defined: 

1 
€= -

P 
'I:tl (Vi - V;)2 

'I:f:l (Vi)2 
(6.1) 

where Vi can represent either the numerical solution for the potential u or for 

its normal derivative au/an at the point i; Vi can be the analytical solution 

for either the potential or its normal derivative at the point i and P is the 

total number of points considered. 

This error norm will only be used for studies of convergence. The other 

measure of the error, which is denoted simply by Error, is defined as the 

difference between the numerical and exact solutions. It can be given as 

percentage of the exact solution; in this case it is called Error %. 

In the cases tested it has been demonstrated that the equilibrium for 

fluxes on the boundary (potential problems) or for tractions (elasticity) is 

satisfied in a variational sense. 

6.2 Examples for Potential Problems 

In this section, both constant and isoparametric quadratic hybrid boundary 

elements are applied to the solution of two-dimensional potential problems. 

6.2.1 Constant Elements 

Example 1 

As a first numerical test the simple case of a uni-dimensional heat flow 

in a square domain subject to the mixed boundary conditions shown in 

figure 6.1 is considered. The generated potential field is linear. 
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u = 300 u=o where u is temperature 

Figure 6.1: Heat flow in a square domain: boundary conditions 

This problem has also been solved by the conventional direct boundary 

element method [40]. Numerical results for both methods, the hybrid and 

the conventional BEM, are presented in figure 6.2. They correspond to a 

mesh of 16 constant boundary elements of equal length. 

The discontinuities in the flux at the corners can be represented by con-

stant elements. This occurs because the constant element is a discontinuous 

element, i. e. the approximate potential and flux on the boundary present 

discontinuities as they can vary stepwise from element to element. 

In this example the results obtained using the hybrid boundary element, 

particularly for potentials and fluxes on the boundary, are more accurate 

than the ones obtained with the conventional boundary elements. 

The convergence of the solution has been studied by using the error 

previously defined. Four different meshes containing 8, 16, 32 and 64 con­

stant elements have been used. The results in fig 6.3 demonstrates that the 

convergence is excellent and the errors rapidly tend to zero as the number 
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of elements increases. The results for normal derivatives presented in fig-

ure 6.2 correspond to the right-hand edge of the square. The results for 

the left-hand edge have opposite sign and the same values. The equilibrium 

condition for normal fluxes, therefore, has been satisfied exactly. 

12 11 10 9 au/an au/an au/an 

13 
C 

8 -49.53 -52.76 

+ 
75.03 Hyb 

14 
B 

74.66 Conv 7 -50.55 -49.21 
75.00 Exact 

+ -50.00 
150.70 Hyb 

15 150.01 Conv 
~ 150.00 Exact 

6 -50.55 -49.21 

226.86 Hyb 
16 225.35 Conv 5 -49.53 -52.76 

225.00 Exact 

1 2 3 4 Hyb.BEM Conv.BEM Exact 

I 1112.52
1 

Hyb.BEM 

u 39.03 

187.48 
260.97 

I 1111.98 1 

Conv.BEM 
35.63 u 

188.04 
264.35 

u~ 
Exact 

300.00 

Figure 6.2: Solutions on the boundary and at internal points in example 1 



www.manaraa.com

153 

-2.00 

-3.00 

-4.00 
............... Boundary 

"- Domain 

~ -5.00 "-
"-

"-
C -6.00 "-

"-
-7.00 "-

"-

-8.00 
'. 

"-
"-

-9.00 " 0. 

-10.00 I 

1.50 2.00 2.50 3.00 3.50 4.00 4.50 

In N 

Figure 6.3: Convergence of results in example 1 

Example 2 

The example studied is the problem of heat flow in a semicircular do-

main, as shown in figure 6.4. This case is interesting because the exact 

solution for fluxes presents a singularity at point 0, where the potential u 

is discontinuous. The region of interest is a semicircular domain with zero 

flux at a distance r = 30 from the origin. The analytical solution for this 

problem, which is shown in figure 6.5, is presented in reference [85]. 

Results for temperatures on the boundary and at four internal points 

are given in table 6.1. In this particular case, the hybrid solution is more 

accurate than the conventional boundary elements solution for points on 

the boundary. For internal points, however, the conventional BEM solution 

is shown to be more precise. 
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:X2 
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Figure 6.4: Example 2: boundary conditions and mesh description 
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u = 100 

Figure 6.5: Example 2: analytical solution 
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Hybrid BEM Conventional BEM Exact 

Point u Error % u Error % u 

10 6.49213 +3.87 5.84429 -6.49 6.25000 

11 18.68818 -0.33 18.52718 -1.19 18.75000 

12 31.21732 -0.10 31.14179 -0.35 31.25000 

13 43.73918 -0.02 43.72010 -0.07 43.75000 

A 50.10009 +0.20 50.00308 +0.01 50.00000 

B 50.14477 +0.29 50.00545 +0.01 50.00000 

C 25.06197 +0.25 24.97533 -0.10 25.00000 

D 25.01610 +0.06 24.90107 -0.40 25.00000 

Table 6.1: Results for temperatures on the boundary and at internal points 

au 
an 

30 

20 

10 

--~~--------~~O------------~XI A . B 

-10 

-20 

-30 

Figure 6.6: Distribution of fluxes along the Xl axis. 
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The variation of normal flux along X2 = 0, as plotted in figure 6.6, clearly 

shows the presence of the singularity in fluxes. 

Example 3 

A Dirichlet problem in a L-shaped domain (figure 6.7) 'is studied as a 

further application. This problem consists of determining the potential u 

in the domain and its normal derivative on the boundary, given that u = x 

on the boundary. The analytical solution is u = x throughout the domain. 

This example was presented by Jaswon and Symm in reference [61]. 

24 23 22 21 

25 20 

26 19 
2 

27 18 

28 17 16 15 14 13 

29 C 12 
+ 

30 B 11 
2 + 

31 A 10 
+ 

32 9 

2 3 4 5 6 7 8 

2 2 

Figure 6.7: Potential problem in a L-shaped domain 

A mesh of 32 constant elements have been used to assess the accuracy 

of the method. 

Table 6.2 presents the results for normal derivatives of the potential on 

the boundary, which are very accurate when compared against the exact so-

lution and are generally better than those obtained using the conventional 
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au/an 

Point Hybrid BEM Conventional BEM Exact Solution 

1 -0.03058 0.04784 0.00000 

3 -0.00093 0.00004 0.00000 

4 -0.00007 -0.00232 0.00000 

11 1.00166 0.98455 1.00000 

12 0.98950 1.08680 1.00000 

13 0.01175 -0.4918 0.00000 

16 0.00076 -0.04720 0.00000 

17 1.00179 1.08909 1.00000 

24 -0.03644 0.04632 0.00000 

25 -0.96637 -1.08856 -1.00000 

32 -0.97208 -1.08815 -1.00000 

Table 6.2: Normal derivatives of the potential on the boundary 
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BEM. It is interesting to notice that the re-entrant corner is not the re­

gion where the greatest error occurs. This fact has been pointed out and 

explained by Jaswon and Symm in reference [61]. For this particular dis­

cretization, the source of the greatest error is the top left corner (elements 

24 and 25). At the re-entrant corner (elements 16 and 17) the solution is 

very accurate and much better than the conventional direct BEM solution. 

Table 6.3 shows the values of potential at internal points A, Band C 

(figure 6.7). These results are also accurate although the error for point A is 

larger than the one found when using the classical direct BEM. This increase 

in the error has been attributed to being the point A near to the boundary. 

Indeed, the proximity of a boundary node can cause a considerable error 

in the solution for potentials at internal points. This can be understood 

by taking into consideration formula (2.51), which is used to evaluate the 

internal potentials: it is singular at a boundary node. For points Band C 

the hybrid BEM solution is much more accurate than the solution found by 

the conventional direct BEM. 

Potential u 

Point Hybrid BEM Error % Conventional BEM Error % Exact 

A 0.49592 -0.82 0.50038 +0.08 0.50000 

B 0.99975 -0.03 1.00194 +0.19 1.00000 

C 1.50135 +0.09 1.50535 +0.36 1.50000 

Table 6.3: Results for potentials at internal points 

The convergence of the results have also been studied by using 8, 16, 32 

and 64 elements of equal length. Figure 6.8 shows that the convergence for 
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both solutions, on the boundary and at internal points, present a good rate 

of convergence. This convergence is more rapid in the case of the solution 

inside the domain. 

-2.00 
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\L) -5.00 !--... 
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C -6.00 '* "-
"-

-7.00 "-

" "-
-8.00 "-

"-

-9.00 

-10.00 
1.50 2.00 2.50 3.00 3.50 4.00 4.50 

In N 

Figure 6.8: Convergence of the solution in example 3 

6.2.2 Quadratic Elements 

Example 4 

As a first example with quadratic elements, a Dirichlet problem defined 

in the circle of radius 1 and centred at the origin (x2 + y2 ~ 1) is considered. 

The potentials on the boundary are given by u = _x3 - 3x2y + 3xy2 + y3. 

The analytical solution of the problem is u = _x3 - 3x2y + 3xy2 + y3 in O. 
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The example is a good test for quadratic elements because the boundary 

is curved, the potential field presents a cubic variation and the normal 

derivatives vary quadraticaly. 

Figure 6.9: Example 4: boundary nodes and internal points 

This problem was taken from reference [86] where it was used as a test 

problem for the classical direct boundary element method. It has been also 

previously solved in [87, 88], using different numerical techniques. 

The results presented in tables 6.4 and 6.5 correspond to a mesh of 32 

boundary elements and to the internal points depicted in figure 6.9. The 

solution on the boundary (normal derivatives) is shown to be accurate when 

compared to the analytical solution and it is much better than the solution 

obtained bi the conventional direct BEM. 

It has already been mentioned in this chapter that the proximity of 

a boundary node can cause considerable errors in the solution at internal 



www.manaraa.com

161 

points. This fact can be clearly seen in table 6.5 where the solution for 

points A and B are not as accurate as the solution for the other points. 

Normal Derivatives of the Potential, au/an 

Point Exact Hybrid BEM Error Conventional BEM Error 

1 -3.0000 -3.0322 -0.0322 -3.3622 -0.3622 

3 -4.1611 -4.2056 -0.0445 -4.5239 -0.3628 

5 -3.9197 -3.9628 -0.0431 -4.2841 -0.3644 

7 -2.3571 -2.3835 -0.0264 -2.7209 -0.3638 

9 0.0000 0.0000 0.0000 -0.3638 -0.3638 

Table 6.4: Results for au/an on the boundary 

Potentials at internal points 

Point Exact Hybrid BEM Error Conventional BEM Error 

A 0.9440 0.9463 +0.0023 0.9440 0.0000 

B 1.1880 1.1940 +0.0060 1.1880 0.0000 

C 0.1840 0.1840 0.0000 0.1840 0.0000 

D 0.1880 0.1880 0.0000 0.1880 0.0000 

E 0.0000 0.0000 0.0000 0.0000 0.0000 

Table 6.5: Results for potential at internal points 

The numerical convergence of the results for this example have also been 

studied. Four meshes of 4,8, 16 and 32 quadratic elements of equal length 

have been used and the results are shown in figure 6.10. It can be seen that 

the results present a good convergence, similarly to the constant element 

case. 
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Figure 6.10: Convergence of the solution in example 4 

Example 5 

Another distribution of temperatures in a square domain of side a = 6 

will be studied. In this case, the prescribed boundary variables are given in 

figure 6.11. The corresponding analytical solution is presented in [85] and 

is shown in figure 6.12. 

The results for boundary fluxes along the Xl axis are shown in table 6.6. 

Five internal points (figure 6.11) equally spaced over the diagonal of the 

square have been chosen to assess the accuracy of the solution inside the 

domain. The results for these points are shown in table 6.7. In these tables, 

the results correspond to a mesh of 16 boundary elements of equal length. 

The numerical convergence of the results have been studied by using 

four meshes with 4, 8, 16 and 32 elements of equal length. The results are 

shown in figure 6.13. 
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Figure 6.11: Example 5: boundary conditions and internal points 

u=l 

--t> Xl 

'ZlLlJY:._~_nu = ___ 7f __ sin (_7faX_ I ) 
u asinh(7f) 

Figure 6.12: Example 5: analytical solution 
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Flux 

Xl Hybrid BEM Exact Error 

1 -0.0002 0.0000 -0.0002 

2 -0.0169 -0.0174 +0.0005 

3 -0.0332 -0.0321 -0.0009 

4 -0.0413 -0.0419 +0.0006 

5 -0.0464 -0.0453 -0.001l 

Table 6.6: Example 5: variation of fluxes along the Xl axis 

Temperature 

Point Hybrid BEM Exact Error 

A 1.0235 1.0237 -0.0002 

B 1.0935 1.0937 -0.0002 

C 1.1989 1.1993 -0.0004 

D 1.2992 1.2999 -0.0007-

E 1.2939 1.2952 -0.0013 

Table 6.7: Example 5: temperatures at internal points 
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Figure 6.13: Convergence of the solution in example 5 

Example 6 

As the last example in potential theory, the problem of a prismatic 

bar under torsion is solved by the hybrid-displacement boundary element 

method. The bar has an elliptical cross-section with half minor and major 

axis a and b, respectively. By supposing that the hypotheses of St. Venant's 

theory of torsion apply, the solution of the problem is given by the following 

boundary-value problem: 

mn (6;2) 

with the boundary condition 

EN> an = rcos(r, t) on r (6.3) 
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where the harmonic function 4> is the warping function; n, rand tare 

defined for a cross-section. nand t are respectively the normal and the 

tangential vectors to the boundary. The vector r goes from the origin to a 

point on the boundary. 

7 
5 

b = 5.0 
+ 3 

+ B( 4.0,3.5) 

~~a~=~10~.~0 ______ ~A~(2_.0~,_2.~0)~ __ ~r-~ Xl 

Figure 6.14: Elliptical section under torsion 

The displacements can then be found in terms of 4> and the torsion angle 

per unit length (), as follows: 

()4> 

(6.4) 

(6.5) 

(6.6) 

where Xl and X2 are parallel to the principal axis and X3 is parallel to the 

axis of the bar (figure 6.14); () = T IGJ; T is the applied torsional moment; 

G is the shear modulus; J is an "effective" polar moment of area, which 

for an elliptical section is given by 

(6.7) 
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This Neumann problem has a solution since the condition 

[ a4> df = 0 
Jr an (6.8) 

is fulfilled by the prescribed boundary conditions. For this solution to be 

unique the value of 4> at one point, at least, should be given. This can be 

done by using the symmetry that exists for the problem. 

This example has been taken from reference [65] where it was solved 

by the conventional BEM, also using quadratic boundary elements. Herein 

the boundary has been subdivide into 16 quadratic elements of equal length 

(figure 6.14). The results presented in table 6.8 are accurate in comparison 

to the exact solution. They also show good agreement to the direct BEM 

solution, although the conventional BEM solution is more accurate. 

Warping function 4> 

Point Hybrid BEM Error Conventional BEM Error Exact 

3 -12.443 +0.041 -12.506 -0.022 -12.484 

5 -14.548 +0.022 -14.576 -0.006 -14.570 

7 -9.376 -0.020 -9.363 -0.007 -9.356 

A -2.396 +0.004 -2.399 +0.001 -2.400 

B -8.418 -0.018 -8.403 -0.003 -8.400 

Table 6.8: Results for 4> on the boundary and at internal points 

6.3 Elasticity Problems 

In this section, the new formulation proposed in the previous part of this 

work is tested for the case of elastostatics problems. The adequacy of the 
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method to a computer implementation will be demonstrated. The two types 

of elements which have been proposed in chapter 5 (constant arid isopara­

metric quadratic elements) will be tested, by assessing the accuracy and the 

convergence of the solutions obtained when using these elements. 

6.3.1 Constant Elements 

Three classical elasticity problems are solved by the present approach with 

constant elements. The results are compared to both conventional BEM 

and analytical solutions. 

Example 7 

p = 100 

G = 80,000 

v = 0.25 

15 20 15 

Figure 6.15: Hollow cylinder under internal pressure 

The case of a hollow cylinder under internal pressure is presented as a 

first numerical test in elastostatics (figure 6.15). This problem has been 

used by several authors [40, 65] as a test problem and an analytical solution 

is available [89]. Due to the symmetry of the problem, only one quarter of 

the cylinder need to be modelled. 
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In order to assess the accuracy and the convergence of this hybrid formu­

lation, in the case of constant elements in elasticity problems, three different 

meshes have been used. The first contains 15 boundary elements as shown 

in figure 6.16. The other meshes are obtained by successively doubling the 

number of elements. Elements of same length have been used in each part 

of the boundary. 

Figure 6.16: Hollow cylinder under internal pressure: 15 element mesh 

The hybrid BEM solution is compared to the conventional BEM solution 

for the mesh with 30 elements shown in figure 6.17. The radial distances for 

points A, B and C are respectively 13.75, 17.5 and 21.25. The results for 

the radial displacements at internal points are presented in table 6.9 and 

for circumferential stresses in table 6.10. 

The results for displacements and stresses are accurate when compared 

to the analytical solution. In comparison to conventional BEM results, the 
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Figure 6.17: Example 7: 30 element mesh and internal points 

Point Exact Hyb. BEM Error Cony. BEM Error 

7 0.4464 0.4433 -0.0031 0.4468 0.0004 

8 0.4464 0.4440 -0.0024 0.4482 0.0018 

9 0.4464 0.4445 -0.0019 0.4494 0.0030 

10 0.4464 0.4448 -0.0016 0.4504 0.0040 

11 0.4464 0.4450 -0.0014 0.4510 0.0046 

12 0.4464 0.4451 -0.0013 0.4513 0.0049 

28 0.8036 0.8034 -0.0002 0.8266 0.0230 

29 0.8036 0.8021 -0.0015 0.8268 0.0232 

30 0.8036 0.8030 -0.0006 0.8251 0.0215 

A 0.6230 0.6208 0.0022 0.6319 0.0089 

B 0.5294 0.5275 0.0019 0.5374 0.0080 

C 0.4766 0.4752 0.0015 0.4838 0.0072 

Table 6.9: Radial displacements for hollow cylinder (x 102 ) 
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Point Exact Hyb. BEM Error Conv. BEM Error 

A 82.01130 81.7240 -0.2875 82.0192 +0.0079 

B 57.9226 57.8500 -0.0727 58.1691 +0.2465 

C 45.4112 45.4849 +0.0738 45.6575 +0.2463 

Table 6.10: Circumferential stresses at internal points 

hybrid solution is, in general, more accurate for the displacements both 

on the boundary and at internal points. For the boundary nodes depicted 

in figure 6.17, the hybrid BEM results are more accurate on 10 among 

12 points, showing considerable superiority in relation to the conventional 

BEM. In the case of stresses, the hybrid BEM results for the internal points 

used are also more accurate: it gives better results for two of the three 

internal points, as shown in table 6.10. 

Example 8 

The second example considered here is the classical stress concentration 

problem of a square plate of width 21, with a small central circular hole of 

radius a (figure 6.18). The plate is subjected to a uniform tensile stress a 

in the X2 direction. The ratio of the diameter of the hole to the width of 

the plate is taken to be a/I = 0.1 and the Poisson's ratio for the material is 

v = 0.25. 

Figure 6.19 shows the variation of normal stresses in X2 direction along 

the Xl axis with distance from the hole. Both the conventional BEM and 

the hybrid BEM solutions were obtained by using the same 29 boundary 

constant elements mesh, shown in figure 6.18. 1<t is the stress concentration 

fa~tor defined as 1<t = a22/ a. 
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_ ...... --'-____ -+~----' - Xl 

Figure 6.18: Example 8: definition of the problem and discretization 

The analytical solution curve corresponds to the case of an infinite plate 

and is taken from Timoshenko [89] which gives a stress concentration factor 

of 3.000. This value increases slightly to 3.024 for the finite width pl?-te [90]. 

The results for the hybrid and conventional BEM are in good agree-

ment and they are both accurate when compared with the exact solution. 

Although the constant elements used here are not appropriate for modelling 

curved boundaries and problems where the solution varies rapidly, the nu-

merieal results follows the analytical curve and simple extrapolation of the 

boundary element values give an accurate estimate of the stress concentra-

tion factor. 
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Figure 6.19: Variation of stresses with distance from the hole 

Example 9 

The following example will show that constant elements, in this hybrid 

approach, can give reasonable results even for problems involving the bend­

ing of plates. However, to reach a good accuracy a great number of elements 

should be used. 

The example consists of a rectangular plate under a linear distribution 

of tractions such that their resultant is equivalent to two opposite applied 

moments (figure 6.20). The elastic properties of the material are: shear 

modulus G = 80000 and Poisson's ratio v = 0.25. 

The plate is considered to be in plane stress and therefore the equivalent 

Poisson's ration v' as given in formula (5.1) should be used. 
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Figure 6.20: Plate under bending 

This problem was used in reference [65] to show the accuracy of the 

quadratic elements in the conventional BEM. It is also shown that poor 

results are obtained using constant elements in spite of the use of a great 

number of elements: errors of 21.5% and 17.5% for, respectively, UI and U2 

are reported corresponding to a mesh of 50 constant elements (the whole 

plate). 

In table 6.11 the results for displacement of the corner A (using constant 

elements in the hybrid-displacement BEM) are shown to converge towards 

the exact solution. These results are also shown to be much more accurate 

than the conventional BEM results for the same djscretization. The results 

for Ul at point A were obtained by using linear extrapolation of the results 

for Ul on the two top elements, which are close to the corner A. Only one 

half of the plate was discretized and the symmetry conditions were imposed 

as displacement boundary conditions. Elements of equal size were used for 

all the meshes. 
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Displ. Exact 16 element mesh 32 element mesh 

component solution Hyb.BEM Conv.BEM Hyb.BEM Conv.BEM 

Ut -0.020 -0.0169 -0.0135 -0.0195 -0.0168 

U2 0.020 0.0186 0.0136 0.0204 0.0170 

Table 6.11: Plate under bending: displacement at corner A 

6.3.2 Quadratic Elements 

Example 10 

Figure 6.21: Cylinder under compression: definition of the problem 

The problem of a cylinder under compression will now be presented. 

The length of the cylinder is suppose to be big enough for a cross section 

(at a reasonable distance from the extremities) to be considered in plane 

strain. 
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The exact solution for the stress field is presented in reference [89]. The 

convergence for stresses at the internal points shown in figure 6.22 have been 

studied. Four meshes have been used with 4, 8, 16 and 32 equal elements, 

respectively. 

ABC D 0 

Figure 6.22: Cylinder under compression: internal points 

Figure 6.23 demonstrates that the numerical results converge towards 

the analytical solution. Table 6~12 shows the results for the normal stresses 

in the X2 direction at the internal points, for the 16 element mesh, which 

present a good degree of accuracy. Once more it is possible to see that 

the results for the internal points, when they are close to the singularities 

(boundary nodes), are less accurate than the results for points away from 

the singularities. 

In this example, the concentrated loads have been introduced as bound­

ary conditions. This is an interesting feature of this hybrid BEM formu­

lation: it allows concentrated loads to be considered as such. In the con­

ventional BEM formulation only distributed loads can be used as boundary 

conditions. 
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Figure 6.23: Example 10: Convergence of the stresses 0"22 at internal points 

Point Exact Hyb. BEM Error % 

A -0.15551 -0.1579 +1.8 

B -0.3701 -0.3733 +0.9 

C -0.6279 -0.6281 +0.0 

D -0.8588 -0.8549 +0.5 

0 -0.9549 -0.9490 +0.6 

Table 6.12: Example 10: stresses 0"22 at internal points 
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Example 11 

The plate under bending of example 9 will now be solved by using 

quadratic elements. The displacement at the corner A is evaluated by us­

ing three different meshes containing 6, 12 and 24 elements, respectively. 

These meshes correspond to the discretization of the whole plate with equal 

elements. 

The results are shown in table 6.13 where also the conventional BEM 

solution (for the 6 element mesh) is presented. It can be noticed that 

an accurate hybrid BEM analysis requires many more elements than the 

conventional direct BEM. 

Displacement Analytical Conv. BEM Hybrid. BEM 

component solution 6 elements 6 elements 12 elements 24 elements 

Ul -0.0200 -0.0200 -0.0196 -0.0199 -0.0200 

U2 0.0200 0.0200 0.0186 0.0197 0.0200 

Table 6.13: Displacement at corner A 

It is interesting to point out here that the hybrid solution for this ex­

ample using constant elements is much better than the conventional BEM 

flolution whereas in the case of quadratic elements the opposite occurs, as 

commented in the previous paragraph. 

Example 12 

As the last example, the solution of the cantilever beam, which is shown 

in figure 6.24, will be presented. It can be considered a plane stress prob-
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lem in which the elastic constants are assumed to be the same as those in 

example 9, i.e. G = 80000 and /J = 0.25. 

Figure 6.24: Cantilever beam 

The hybrid BEM results for the vertical displacement at the free end 

(point A) is presented in table 6.14, where it is compared against the con-

ventional BEM results. The elastic beam theory gives for this problem a 

free end deflection of 

A 128 4 
U 2 = - 3El qa = 0.0102 (6.9) 

Since the ratio between the depth of the beam and its length is equal to 

5, there is a small contribution in the total deflection due the shear which 

is not considered in the beam theory. 

When solving bending problems with quadratic elements, the hybrid-

displacement BEM requires a more refined mesh than the conventional 

BEM, to give the same accuracy. The results show that the quadratic 

element is a bit stiff. This behaviour was unexpected because an opposite 
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Displacement 12 elements 24 elements 

component Hyb. BEM Conv. BEM Hyb. BEM Conv. BEM 

uA 
2 0.0881 0.0105 0.0103 0.0106 

Table 6.14: Cantilever beam: deflection at the free end 

situation occurred for the constant element when the hybrid BEM had a 

very good performance when compared to the conventional BEM, in the 

bending of a plate (see example 9). 

In the hybrid finite element theory [1,91] it is reported that the elements 

can be made more flexible if polynomials of lower order than the ones used 

for the displacement were used to represent the tractions. Based on this 

statement, in the case of this hybrid BEM formulation, one believes that 

the results for the quadratic element, could be improved by using a lower 

order polynomial to expand the tractions. Another possibility for improving 

the results is to use discontinuous elements, as it is done in the conventional 

BEM. In that method, it is known that for bending problems discontinuous 

elements are more accurate than the continuous ones. Both alternatives, 

however, are out of the scope of this work. 
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Conclusions 

In this work, a novel boundary element formulation has been presented. It 

has been derived and implemented computationally to solve problems in 

potential theory and linear elastostatics. 

The new approach has been called the hybrid-displacement boundary 

element method due to its two main characteristics: it is based on a multi­

field variational principle and it is a boundary formulation. 

The functional that is used in the generation of the formulation is derived 

from classical one-field functionals in both the potential and the elasticity 

cases. Different independent field variables are assumed on the boundary 

and inside the domain (potentials in potential problems and displacements 

in elastostatics). The compatibility condition between them is then intro­

duced in the functional by means of Lagrange multipliers. These are later 

identified as another boundary variable (fluxes in potential and tractions 

in elasticity problems). The resulting functional, therefore, involves three 

independent field variables: two of them defined on the boundary and the 
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other in the domain. The reason why the proposed formulation is called 

a hybrid-displacement formulation is because the generation of the hybrid­

displacement finite element models follows the same pattern. 

The formulation becomes a boundary only approach by using the three 

following procedures. Firstly an integration by parts is performed in the 

functional, transforming the volume integral into a boundary and a different 

type of volume integral. Secondly the independent domain variable (poten­

tial and displacement in, respectively, potential and elasticity problems) is 

approximated as a series of products between fundamental solutions and 

some unknown parameters. With this approximation, the volume integral 

resulting after the integration by parts becomes equal to zero. The formu­

lation is then written in terms of boundary integrals only, except for the 

volume integral which appears when there are internal sources (potential 

case) or body forces (elasticity case). Finally the boundary is subdivided 

into elements over which the two independent boun~ary variables are ap­

proximated through interpolation functions as it is usually done in either 

the finite or the classical boundary element methods. 

As a consequence of these features the hybrid-displacement BEM presents 

some interesting characteristics, which will be described in what follows: 

• The final system of equations involves matrices whose coefficients are 

evaluated by performing only boundary integrals (except when inter­

nal sources or body forces are present) . 

• The system of equations involves only one type of boundary variable 

(potential or displacement) as unknowns, by expressing all the other 

independent variables in terms of potentials or displacements. Thus 
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a stiffness type of formulation is obtained. The corresponding system 

matrix is a boundary hybrid stiffness matrix that is obtained as the 

product of matrices, which are in turn evaluated by boundary inte­

grations only. This boundary stiffness matrix is symmetric and this 

property can be exploited when necessary. As an example, it can be 

used in the coupling with a finite element displacement model, which 

is a simple task due to the stiffness type of the formulation. 

• Results for internal points can be obtained easily because no integra­

tion is required for their evaluation. This fact might be useful when 

extending the formulation to plasticity problems, where the computa­

tion of internal values is important and has to be done frequently. 

• Either concentrated or distributed surface loads can be introduced 

directly as boundary conditions, whereas in the conventional BEM 

distributed loads are used. 

• The consideration of symmetry is possible without the need for dis­

cretization on the axis of symmetry, by applying the so-called implicit 

symmetry technique, also used in the conventional boundary elements 

[64]. 

• The volume integrals which are due to the presence of internal sources 

(potential) or body forces (elasticity) also occur in the conventional 

BEM. Therefore the procedures already developed to take these inte­

grals to the boundary can also be used here. 

The numerical performance of the new approach is excellent. In all the 

cases tested, the numerical solutions converge towards the exact results. 

The accuracy has also been shown to be very good, especially when dealing 
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with the constant element. In potential problems with Dirichlet boundary 

conditions, the hybrid-displacement BEM has proved to be very accurate, 

for both constant and quadratic elements. The hybrid solutions for these 

cases are much more accurate than the conventional BEM solutions for the 

same problem, when using the same type of element. 

The hybrid constant element has shown a very good performance even in 

the solution of P!oblems where the conventional constant element has proved 

not to be appropriate. Such is the case of the bending of a plate, shown 

in the previous chapter, for which the hybrid constant element produced 

accurate results when a reasonable number of elements were used. 

The major drawback of the proposed hybrid formulation is that it is 

very time-consuming. The high demand of computer time is due to the 

need to evaluate integrals all along the boundary in the computation of 

each coefficient of the matrix F. The inversion of the matrix G necessary 

to obtain the final stiffness matrix also contributes to inc~ease the computer 

time. The inversion of matrix G might be avoided if the main diagonal of 

the matrix F could be obtained without the use of the rigid body motion 

technique. This is a subject for further research. 

Another drawback in the formulation is the need for a fine mesh {in 

comparison to conventional BEM meshes} when using quadratic elements. 

The hybrid quadratic element has shown to be stiffer than the conventional 

BEM quadratic element in some problems, in both the potential and the 

elasticity cases. According to Tong [1, 91J, hybrid-displacement finite ele­

ment models become more flexible if polynomials of lower order are used for 

the tractions than for the displacements. Based on this statement, in the 



www.manaraa.com

185 

case of this hybrid BEM formulation, the results for the quadratic element 

might be improved by using a lower order polynomial for the tractions. 

Finally, because this is a different formulation, it can be used to check 

solutions obtained by the other boundary element approaches. It can also 

be used together with the other boundary element formulations in the es­

tablishment of bench marks for boundary element methods. 
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Laplacian operator 

Kronecker delta 

Dirac delta function 

domain 

boundary 

outward normal unit vector 

field point 

source point 

potential 

normal flux 

fundamental solution for potential 

normal flux corresponding to the potential 

fundamental solution 

displacement vector component 

traction vector component 

component of the tensor of fundamental 

solution for displacement 

component of the tensor of tractions 

corresponding to the fundamental solution 

stress tensor component 

stress tensor component 
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stiffness matrix 

matrices used to evaluate the stiffness matrix 

indicates boundary variable 

indicates prescribed variable 
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